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#### Abstract

In this article correlation between simple linear and nonlinear functions of two random variables have been discussed. The study is carried out for two bivariate geometric distributions.
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## 1. Introduction

The study of correlation is carried out for two types of bivariate geometric distributions of the type given below:
I. Bivariate distributions having single parameter $\theta$. We refer to this as bivariate distribution- I.
II. Bivariate distribution having two parameters. We refer to this as bivariate distribution-II.
Now we consider the first type of distribution.

## 2. Bivariate Distribution - I

Here we consider the bivariate distribution with the joint probability mass function of $(\mathrm{X}, \mathrm{Y})$ is given by

$$
\begin{array}{rr}
p(x, y)=\binom{x+y}{x} \theta^{y+2}(1-\theta)^{x+y} & 0 \leq x, y \\
=0 & \text { otherwise }
\end{array}
$$

Where $\theta$ is a parameter of the distribution such that $0<\theta<1$.
A. Marginal probability function of $X$

$$
\begin{aligned}
& \quad p(X=x)=p(x) \\
& =\sum_{y=0}^{\infty} p(x, y) \\
& =\sum_{y=0}^{\infty}\binom{x+y}{x} \theta^{y+2}(1-\theta)^{x+y} \\
& =\frac{\theta^{2}}{\left(1-\theta+\theta^{2}\right)}\left(\frac{1-\theta}{1-\theta+\theta^{2}}\right)^{x} \quad x=0,1,2 \ldots
\end{aligned}
$$

Which is a geometric distribution with parameter $\left[\theta^{2} /\left(1-\theta+\theta^{2}\right)\right]$.

## B. Marginal probability function of $Y$

Here we derive marginal probability function of Y and its four moments.

The marginal probability function of Y is given by,

$$
\begin{aligned}
p(Y=y) & =p(y) \\
& =\sum_{x=0}^{\infty} p(x, y) \\
& =\sum_{x=0}^{\infty}\binom{x+y}{x} \theta^{y+2}(1-\theta)^{x+y} \\
& =\theta(1-\theta)^{y}, \quad y=0,1,2 \ldots
\end{aligned}
$$

Which is Geometric distribution with parameter $\theta$.
Here we consider simple linear functions as X and Y and nonlinear function as X2 and Y2.

Correlation between X and Y can be considered as correlation between linear functions of X and Y .

Similarly, correlation between $\mathrm{X}^{2}$ and Y or between X and $\mathrm{Y}^{2}$ means correlation between linear and nonlinear functions of

Table 1
Bivariate distribution - I

| Pair of <br> Random <br> variables | Expression for Coefficient of Correlation |
| :--- | :---: |
| $(\mathrm{X}, \mathrm{Y})$ | $\frac{(1-\theta)}{\sqrt{1-\theta+\theta^{2}}}$ |
| $\left(\mathrm{X}^{2}, \mathrm{Y}\right)$ | $\frac{(1-\theta)}{\sqrt{1-\theta+\theta^{2}}} \frac{(2-\theta)^{2}}{\sqrt{\left[2(1-\theta)+\theta^{2}\right]} \sqrt{\left[10(1-\theta)+\theta^{2}\right]}}$ |
| $(\mathrm{X}, \mathrm{Y} 2)$ | $\frac{(1-\theta)}{\sqrt{\left(1-\theta+\theta^{2}\right)}}\left[\frac{(4-3 \theta)}{\sqrt{(2-\theta)(10-9 \theta)}}\right]$ |
| $\left(\mathrm{X}^{2}, \mathrm{Y}^{2}\right)$ | $\frac{(1-\theta)}{\sqrt{1-\theta+\theta^{2}}}\left[\frac{\left[20\left(1-\theta^{2}\right)-3 \theta\left(12+\theta^{2}\right)\right]}{\left.\sqrt{\left[2(1-\theta)+\theta^{2}\right](2-\theta)\left[10(1-\theta)+\theta^{2}\right](10-9 \theta)}\right]}\right]$ |

X and Y . For above two distributions, four correlation coefficients are derived and given in table 1.

Now we consider second type of distribution.

## 3. Bivariate Distribution - II

Random variable ( $\mathrm{X}, \mathrm{Y}$ ) belonging to the class of discrete bivariate distributions of type II has joint probability mass function is given by,

$$
\begin{gathered}
p(x, y)=\binom{x+y}{y} \theta_{1}^{x} \theta_{2}^{y} \theta_{0}, \quad x, y=0,1,2, \ldots \\
\theta_{0}=1-\theta_{1}-\theta_{2} \\
0<\theta_{i}<\theta_{1}+\theta_{2}<1, \quad i=1,2 \\
=0 \quad \text { otherwise }
\end{gathered}
$$

Now we discuss the properties of random variables X and Y to study their behavior separately.

## A. Marginal Distribution of $X$

First we derive marginal probability function of X . It is given by,

$$
\begin{aligned}
p[X=x] & =p(x) \\
& =\theta_{0} \theta_{1}^{x} \sum_{y=0}^{\infty}\binom{x+y}{y} \theta_{2}^{y} \\
& =\frac{\theta_{0}}{\left(1-\theta_{2}\right)}\left(\frac{\theta_{1}}{1-\theta_{2}}\right)^{x} \quad x=0,1,2, \ldots
\end{aligned}
$$

We note that X has Geometric distribution with parameter,

$$
\frac{\theta_{0}}{\left(1-\theta_{2}\right)}
$$

where $\theta_{0}=1-\theta_{1}-\theta_{2}$.

Now we derive marginal distribution of Y.
B. Marginal Distribution of $Y$

$$
\begin{aligned}
p[Y=y]= & p(y) \\
& =\sum_{x=0}^{\infty} p(x, y) \\
& =\theta_{0} \theta_{2}{ }^{y} \sum_{x=0}^{\infty}\binom{x+y}{x} \theta_{1}{ }^{x}
\end{aligned}
$$

$$
=\frac{\theta_{0}}{\left(1-\theta_{1}\right)}\left(\frac{\theta_{2}}{1-\theta_{1}}\right)^{y} \quad y=0,1,2, \ldots
$$

Where $\theta_{0}=1-\theta_{1}-\theta_{2}$.
Random Variable Y also has Geometric distribution with parameter,

$$
\frac{\theta_{0}}{\left(1-\theta_{1}\right)}
$$

Now coefficients of correlation between the pairs of random variables such as $(\mathrm{X}, \mathrm{Y}),\left(\mathrm{X}^{2}, \mathrm{Y}\right),\left(\mathrm{X}, \mathrm{Y}^{2}\right)$ and $\left(\mathrm{X}^{2}, \mathrm{Y}^{2}\right)$ are derived for this distribution and given in table 2.

Table 2
Bivariate distribution - II

| Pair of <br> Random <br> variables | Expression for correlation coefficient |
| :---: | :---: |
| $(\mathrm{X}, \mathrm{Y})$ | $\sqrt{\frac{\theta_{1}}{\left(\theta_{0}+\theta_{2}\right)} \frac{\theta_{2}}{\left(\theta_{0}+\theta_{1}\right)}}$ |
| $\left(\mathrm{X}^{2}, \mathrm{Y}\right)$ | $\left(4 \theta_{1}+\theta_{0}\right) \sqrt{\frac{\theta_{1} \theta_{2}}{\left(\theta_{0}+\theta_{2}\right)\left(\theta_{0}+\theta_{1}\right)\left(\theta_{0}+2 \theta_{1}\right)\left(\theta_{0}+10 \theta_{1}\right)}}$ |
| $\left(\mathrm{X}, \mathrm{Y}^{2}\right)$ | $\left(4 \theta_{2}+\theta_{0}\right) \sqrt{\frac{\theta_{1} \theta_{2}}{\left(\theta_{0}+\theta_{1}\right)\left(\theta_{0}+\theta_{2}\right)\left(\theta_{0}+2 \theta_{2}\right)\left(\theta_{0}+10 \theta_{2}\right)}}$ |
| $\left(\mathrm{X}^{2}, \mathrm{Y}^{2}\right)$ | $\frac{\mu_{22}^{\prime}-\mu_{20}^{\prime} \mu_{02}^{\prime}}{\sqrt{\left(\mu_{40}^{\prime}-\mu_{20}^{\prime}\right)} \sqrt{\left(\mu_{04}^{\prime}-\mu_{02}^{\prime}{ }^{2}\right)}}$ |

Where the raw moments in the above table are complicated so it was avoided.

To study the behavior of these correlation coefficients $\rho\left(\mathrm{X}^{2}, \mathrm{Y}\right)$ and $\rho\left(\mathrm{X}, \mathrm{Y}^{2}\right)$, their ratio is calculated for two values of $\theta_{1}=0.3$ and $\theta_{2}=0.4$.

Following tables show the coefficient of correlation between $X^{2}$ and $Y, X$ and $Y^{2}$ and their ratio for $\theta_{1}=0.3$ and $\theta_{2}=0.4$.

| Table 3 <br> $\theta_{1}=0.3$ |  |  |  |
| :---: | :--- | :--- | :--- |
| $\boldsymbol{y}$ | $\boldsymbol{\rho}\left(\mathbf{X}^{\mathbf{2}}, \mathbf{Y}\right)$ | $\boldsymbol{\rho}\left(\mathbf{X}, \mathbf{Y}^{2}\right)$ | $\boldsymbol{\rho}\left(\mathbf{X}^{\mathbf{2}}, \mathbf{Y}\right) /\left(\mathbf{X}, \mathbf{Y}^{\mathbf{2}}\right)$ |
| 0.1 | 0.1889 | 0.1928 | 0.979771 |
| 0.2 | 0.2835 | 0.2836 | 0.979426 |
| 0.3 | 0.3718 | 0.3718 | 1 |
| 0.4 | 0.4652 | 0.4669 | 0.989968 |
| 0.5 | 0.5728 | 0.5765 | 0.9935 |
| 0.6 | 0.7075 | 0.7118 | 0.9839839 |
| 0.7 | 0.8944 | 0.8944 | 1 |

Table 3
$\theta_{1}=0.4$

| $\theta_{1}=0.4$ |  |  |  |
| :---: | :--- | :--- | :--- |
| $\boldsymbol{\theta}$ | $\boldsymbol{\rho}\left(\mathbf{X}^{\mathbf{2}}, \mathbf{Y}\right)$ | $\boldsymbol{\rho}\left(\mathbf{X}, \mathbf{Y}^{\mathbf{2}}\right)$ | $\boldsymbol{\rho}\left(\mathbf{X}^{\mathbf{2}}, \mathbf{Y}\right) /\left(\mathbf{X}, \mathbf{Y}^{\mathbf{2}}\right)$ |
| 0.1 | 0.239 | 0.2363 | 1.0114 |
| 0.2 | 0.3535 | 0.3558 | 1.00630 |
| 0.3 | 0.4652 | 0.4669 | 0.99635 |
| 0.4 | 0.5855 | 0.5855 | 1. |
| 0.5 | 0.7239 | 0.7225 | 1.001937 |
| 0.6 | 0.8944 | 0.8944 | 1. |

## 4. Conclusion

Correlation plays very important role in studying relationship
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 https://www.ijresm.com | ISSN (Online): 2581-5792between the variables. Study of correlation further extended to study the correlation for simple functions. So bivariate geometric distributions are considered for this purpose. It is observed that the ratio $\rho\left(\mathrm{X}^{2}, \mathrm{Y}\right) /\left(\mathrm{X}, \mathrm{Y}^{2}\right)$ is nearly equal to 1 .
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