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Abstract: Account receivables (AR) are a business's most 

valuable asset. This research paper explores how supervised 
machine learning can predict payment outcomes for open invoices, 
specifically addressing the common challenge of maintaining 
consistent income for small to medium enterprises (SMEs). We 
developed a model using various machine learning techniques, 
including linear regression, random forest regressor, decision tree 
classifier, Linear SVR, and XGB Regressor, by training it on 
actual AR data. This model assists collectors in forecasting debt 
payment. 
 

Keywords: Logistic regression, XGBoost, Decision Tree, 
Random Forest, Payment prediction. 

1. Introduction 
In the field of business analytics (BA), the big data age has 

begun. Walmart, for instance, processes more than 1 million 
transactions every hour and maintains databases containing 
over 2.5 petabytes (2.5 * 101) of data. Estimates indicate that 
by 2009, the US economy's roughly all sectors had at least 200 
terabytes (2 * 1012) of data on average [1]. 

Business analytics is the discipline of methodically and 
iteratively examining data from an organization with a focus on 
statistical analysis. Businesses that employ a structured data 
collection process use it to decide based on data. However, the 
business analytics has undergone a tremendous transition due 
to a significant increase in data available during the previous 15 
years [2]. In particular, this data flood necessitates automated 
data analysis techniques, where academics turned to machines 
for assistance. 

Predictive models are developed using past customer data, 
customer event patterns, or collector's notes for a customer. 
Using neural networks as a predictive modeling tool is one 
approach. Delays and numbers are equally important for 
collection decision-making, despite the approach's 
concentration on anticipating collection quantities. We also can 
handle collections at the client and invoice levels [3]. 

One's ability to convert data into knowledge that may be used 
is strengthened via machine learning. Five methods for using 
big data that are broadly applicable and can change sectors have 
been discovered by a business, McKinsey & Co. [4]. 

• Transparency in business information  
• Facilitating experimentation to identify needs, reveal 

variability, and enhance performance. 

 
• Dividing up populations to create tailored responses. 
• Automating or assisting human decision-making via 

algorithms. 
• Developing fresh products, services, and business 

concepts. 

2. Methodology 
The goal of predicting future invoice payments falls within 

the category of supervised machine learning since it relies on 
past customer payment information. We employed the 
XGBoost, Decision Tree Classifier, Random Forest Regressor, 
Linear Regression, Linear SVR, and XGB Regressor method. 
These issues are classified as multiclass because there are five 
potential solutions. 

These age buckets represent the time before or after the due 
date that an invoice is paid. Therefore, if an invoice's due date 
is January 15 and the payment is made on February 25, then the 
age bucket for that invoice is "16- 30." 

 
Table 1 

Age bucket 
 
 
 
 
 

A. XGBoost 
Gradient XGBoost technology is applied to develop boosted 

decision trees. Decision trees are created by using the approach 
sequentially. Weights play a significant role with XGBoost. 
Each independent variable is weighed before being added to the 
decision tree that forecasts outcomes. Before entering the 
second decision tree, additional weights given to the variables 
were mistakenly predicted by the first model. Then, a robust 
and accurate model is created by combining these various 
classifiers and predictors. Regression, classification, ranking, 
and custom prediction problems can all be resolved with it. 

The following definition summarizes the above model’s 
function:  

 𝑦𝑦𝚤𝚤�
(0) = 0                                                    (1) 

 𝑦𝑦𝚤𝚤�
(1) =  𝑓𝑓1(𝑥𝑥𝑖𝑖) =  𝑦𝑦�𝑖𝑖

(0) +  𝑓𝑓1(𝑥𝑥𝑖𝑖)                       (2) 
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S.No. Aging Bucket Value Counts 
1 0-15 7735 
2 16-30 169 
3 31-45 69 
4 46-60 6 
5 Greater than 60 5 
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𝑦𝑦𝚤𝚤�
(2) =  𝑓𝑓1(𝑥𝑥𝑖𝑖)  + 𝑓𝑓2(𝑥𝑥𝑖𝑖) =  𝑦𝑦�𝑖𝑖

(1) +  𝑓𝑓2(𝑥𝑥𝑖𝑖)       (3) 
𝑦𝑦𝚤𝚤�

(𝑡𝑡) =  ∑ +𝑡𝑡
𝑘𝑘=1 𝑓𝑓1(𝑥𝑥𝑖𝑖) =  𝑦𝑦�𝑖𝑖

(𝑡𝑡−1) +  𝑓𝑓𝑡𝑡(𝑥𝑥𝑖𝑖)            (4) 

B.  Decision Tree 
In a decision tree, every internal node represents a test on an 

attribute, every branch is a test result, and every leaf node 
(terminal node) defines as a class level. It is a type of tree 
structure similar to a flow table. 

Entropy: Entropy is a measure of a random variable's 
uncertainty, and it identifies the impurity in any given 
collection. 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑆𝑆,𝐴𝐴)=𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑦𝑦(𝑆𝑆)∑𝑉𝑉𝐺𝐺𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉(𝐴𝐴) 𝑆𝑆𝑣𝑣

𝑆𝑆
 𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑦𝑦 (𝑆𝑆𝑣𝑣 ) (5) 

C. Linear Regression 
It performs a regression operation. Regression takes 

independent variables to model a goal prediction value. It does 
so to establish a relationship between the variables and 
forecasting. 

Linear Regression Hypothesis Function: 
 
𝑦𝑦 =  𝜃𝜃 + 𝜃𝜃2. 𝑥𝑥                                           (6)       

D.  Linear SVR 
A method to resolve regression issues in the linear SVR 

algorithm. The linear SVR algorithm, which employs the linear 
kernel strategy, successfully handles large datasets. 

E.  Random Forest 
For predicting the accuracy of the input dataset, the Random 

Forest classifier takes the averages of all the results from many 
decision trees that are applied to several subsets of the input 
dataset. 

This approach is broken down into six steps, similar to any 
supervised machine learning procedure. 

1. Data Pre-Processing: In this process, we are 
removing the constant column and quasi-constant 
column 

2. Data Splitting: We are splitting the data into 3 dataset 
i) Training 
ii) Validation 
iii) Testing 

3. Data Visualization: Data Visualization is a crucial 
component of data exploration since it aids in 
accurately understanding the data. Additionally, it aids 
in your understanding of data's hidden tendencies. 

4. Feature Engineering: The most crucial step in creating 
the most accurate predictive model is pinpointing the 
characteristics (parameters) affecting the forecast or 
result. 

5. Hyper Parameter: A parameter whose value is 
predetermined before the learning process starts is 

called a hyper parameter. 
6. Cross Validation: The model evaluation approach 

known as cross-validation is superior to residuals. The 
drawback of residual assessments is that they need to 
anticipate how well a learner will perform when asked 
to make new predictions for material that it has not 
previously seen. 

3. Simulation Results 
Skylearn's accuracy score () function was used to analyze the 

predictive model's accuracy, and the results showed 72.83% 
accuracy for about 50,000 invoices. Among all the algorithms 
used in this paper, XGBoost gives the highest accuracy. In 
addition, we created the Pearson Correlation of features to 
provide a better understanding of the model's accuracy for each 
distinct age bucket. We have also made the distribution plot for 
the list of features. 

The performance metrics such as Mean Square Error, R 
Square Error and Accuracy are estimated for various machine 
learning algorithms such as Linear Regression, Linear SVR, 
Decision Tree Classifier, Random Forest Regressor, XGB 
Regressor is ahown in Table 2. 

 

 
Fig. 1.  Pearson correlation using XGBoost 

 
The process of distilling meaningful insights from massive 

datasets. As we can see above, there is a clear trend in which all 
of the variables are significantly correlated with one 
another. Used as a factor in further research. Exploratory 
component analysis, confirmatory factor analysis, structural 
equation models, and linear regression all use correlation 
matrices as inputs and often only account for missing values in 
pairs. For use as a diagnostic tool with various analyses. In the 
case of linear regression, for instance, a large number of 
correlations is indicative of incorrect linear regression results. 

Table 2 
Comparison of various machine learning algorithms 

S.No. Algorithm MSE Score R Square Error Accuracy 
1 Linear Regression 301561975404.23938 0.318425 65.4% 
2 Linear SVR 545440475308.176208 -0.232777 66.5% 
3 Decision Tree Classifier 158904865010.348816 0.640851 65.9% 
4 Random Forest Regressor 155971645907.341858 0.647481 64.4% 
5 XGB Regressor 150827747514.634064 0.659107 72.8% 
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As shown in Figure 1. The Pearson correlation coefficient, a 
metric for the linear link between two variables, may be used to 
provide a quantitative assessment of this connection. Its value 
is between -1 and 1, and it depends on:  

• To have a correlation of -1 between two variables 
shows a totally negative linear relationship. 

• When comparing two variables, a value of 0 shows 
that there is no linear relationship between them. 

• An ideal positive linear correlation between two 
variables would be 1. 

• A larger positive value for the correlation coefficient 
indicates a greater association between 
the two variables. 

Figure 2 represents the distribution plot of “business year Vs 
density” of the features. 

 

 

 
Fig. 2.  Comparison of features using XGBoost 

 
Aging Bucket: Aging buckets are intervals during which you 

can age and examine your debit transactions. For instance, one 
could create an ageing bucket for all debit items that are one to 
fifteen days past due as shown in Table 3. 

 
Table 3 

Distribution of features 

 

4. Conclusion 
Researchers are encouraged to find financial issues that can 

be resolved using machine learning approaches, as machine 
learning is becoming more prominent in the finance industry. 
The most precious economic asset, accounts receivable, can be 
fully automated using the way that has been proposed, bringing 
research one step closer to its goal. The power of business 
analytics can be naturally augmented by machine learning. 

The suggested approach can help to better understand the 
pattern of bills by anticipating the delay and boosting account 
receivable collection. Large businesses use this strategy to 
identify and prioritize past-due invoices to save their collection 
team’s time and money. The proposed XGBoost method 
provides greater than 72.83% accuracy regarding the payment 
outcome of an invoice. Therefore, using the suggested strategy 
in the real world is safe to gain a thorough understanding of 
emerging trends. 
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