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Abstract: The real time application mainly focuses on the
sentiments and behavioural analysis which includes the social
media. The main objective is to analyse the social media to extract
sentiments that determine the learning experiences. The
Microblogging services like twitter is used popular, where the
create messages for all status is called tweets and post opinions
about some events based on real time. The sentiment analysis is to
classify positive, negative and neutral based on the tweets they
posted in social media. The psychological pressure is predicts
levels of stress depends on the tweets. The qualitative analysis is
performed by the Naive Bayes Multi label classifier and analyse
word frequency counts using tweets. To analyse the students
overall performance in the learning environments.

Keywords: Learning experiences, Psychological pressure, Naive
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1. Introduction

The social media sites provide great tasks for students to
share their experience and to get social support from them. The
students share their experiences in an informal and formal
manner on various social media site. The Twitter is very
popular microblogging services, where users create status
messages known as tweets and post their opinion about the real
world. The People share comments and ideas.

Then the large number of tweets include opinions about
services, happiness etc.

Here, the student’s behaviour is determined by analysing
these tweets to extract opinions. This understanding helps
decision-making  about  students, education  quality
improvement, and enhancement of student recruitments. To
understand students’ experiences are provided by the helps of
social media, but the social media for educational activities. It
is necessary to develop an analysing system of learning student
experiences for education institution to updates the education
platform. The sentiment analysis is to classify positive, negative

and neutral based on the tweets they posted in social media. The
qualitative analysis is performed by the Naive Bayes Multi label
classifier and analyse word frequency counts using tweets. To
analyse the students overall performance in the learning
environments. The test environments such as Windows 10
operating system, Visual Studio 2013 IDE, Google Chrome
browser and Tomcat Version 8 web server.

A. Problem Statement

The student is more advantage to the social media, the
analysis of social media status helps in different opinion
mining. The opinion mining helps in understand student
learning experiences. The text and smiles used in mining the
emotion expressed, it helps to predicting the stress level. The
prediction of the stress levels helps in maintaining the health
and other psychological problems. The social media is an
environment for the user to share their personal and other
issues, so it makes the easier for identifying stress factors of the
users. The opinion is categorizes it to the neutral, negative or
positive emotion are considered as the main objective for the
sentimental analysis. The student’s tweets are also understand
learning experiences by following clustering approach.

To classify tweets reflecting student’s problems by creates
clusters. The observations are in the same cluster to be similar
and different clusters to be dissimilar. The psychological
pressure also predicts their stress level based on tweets. The
qualitative analysis is performed by the Naive Bayes Multi label
classifier and analyse word frequency counts using tweets. To
analyse the students overall performance in the learning
environments.

2. Related Studies

To analyse the social media to extract sentiments that
determine the learning experiences. The Psychological pressure



Volume-3, Issue-7, July-2020

IJRESM

is predicts the levels of stress depends on the tweets. The
qualitative analysis is performed by the Naive Bayes Multi
Label classifier and analyse word frequency counts using
tweets. To analyse the students overall performance in the
learning platforms.

A. Learning Experiences

It is a process of analysing social media, which are positive,
negative or neutral based on the sentiments. Because these
micro-blogs become the personal for the user from their
working and share personal feelings. The Naive Bayes multi-
label classification is used for the classification each mutual
exclusive sentence in the social media.

B. Psychological Pressure

The emotional states such as happy, sad etc., classification
are used in the polarity measure. The classification of sentiment
depends on the opinion of the user about personal feelings,
mainly level of stress and the pressure in daily activities.

C. Naive Bayes Multi-label Classifier

The Naive Bayesian algorithm is efficient for the real-time
world. The multi-label classification algorithm should be
adapted to multi-label data. There is a factor that negatively
affect its performance. The method of Naive Bayes multi label
classifier has the effect of given class is independent of the
values of others and the classification is supports the multi-
class.

Data from such a site are mainly unstructured to perform
analysis, then the analysis of such a data is a challenge. The
learning experiences in each tweets are detect student problems,
which is performed by Naive Bayes Multi-Label Classifier.

3. Literature Review

A. Mining social media data for understanding students’
learning experiences

This paper refers to the student learning experiences are
integrate the qualitative analysis and then the large-scale
mining are used [1]. The twitter posts to problems in personal
life and others, where consider multi label classification is
developed.

B. A depression detection model based on sentiment analysis
in the micro-blog social network

From this paper follows mining to psychology for detecting
users in social network services [4]. A sentiment analysis is
utilizing vocabulary and human rules. Calculate the depression
for all micro-blog, an application is proposed model for health
online.

C. Twitter archaeology of learning analytics and knowledge
conferences

This paper refers to the learning analytics through analysis of

description, interaction, hashtag, and modelling of topics [5].
The interactions among all members of persistent and in
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persistent participation.

D. Characterizing debate performance via aggregated twitter
sentiment

The micro-blogging systems creates social video experiences
and conjunction with aggregates of sentiments [7]. An
methodology and visuals that understand the sentiment in the
video. These visuals are detect sentiment pulse.

E. Data mining in social media

This paper follows social media is a process, which follows
the extraction, analysis and representation. Which deriving
from mining, which handling amounts of information [8]. The
data mining also involve the extraction of information, which is
difficult to acquire.

F. Social media as a measurement tool of depression in
populations

This refers to the social media as type of understanding
depression [9]. Where traditional techniques in ability to
provide measurements over the time. The postings on Twitter
that shared by depression. A probabilistic model is determine if
posts are depression. The depression that characterize levels of
depression.

G. Learning analytics and educational data mining: Towards
communication and collaboration

The analytics in education, learning improves the priority for
analytics. There are two communities, there are mining of
educational and learning and knowledge are developed [12].
Then increased and formal communication between
communities. In order to share methods for mining and analysis
of both communities.

H. Interpreting the public sentiment variations on twitter

This paper refers to the users share opinions on Twitter and
analysing common sentiment [13]. To build topics and filter
topics, where foreground can potential of the various variations.
To rank the popularity within the periods of variations, results
shows methods can effectively.

I. Short text classification in twitter to improve information
filtering

This paper refers to the microblogging services, this problem
is the classification of messages, which is not provide sufficient
word occurrences such as “Bag-Of-Words”. A set of domain
objectives extracted from approach in proposed that is
effectively classified to set of general classes [19].

J. An empirical study of sentiment analysis for Chinese
documents

This paper refers to the sentiments on Chinese documents,
the selection methods and learning methods [20]. The methods
are mainly K-nearest method, centroid and winnow classifier,
Naive Bayes and SVM are investigated on a Chinese
documents. The results of experiments that performs the
selection and SVM are the performance.
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4. Methodology

The student social media to extract sentiments that determine
the learning experiences. A sentiment tool for analysing all
tweets, which is used to determining the student experiences for
learning. The qualitative analysis is performed by Naive Bayes
algorithm for multi label. For each label categorised in different
and attributes are independent, in this situation used multi label
classification is used.

The psychological pressure of the student is their stress level
depends on feelings in the tweet and others. The other social
media to provide their experience about all get the social
support. The Microblogging services like twitter is used popular
where creates messages for all status is called tweets and post
opinions about some events based on real time. The social
media for purposes of education and increases the logical
difficulties because limited tweets. So, which is develop an
automatically understands experiences for learning and predicts
the pressure. The mining on social networking can provide to
make changes in the education system.

A. Techniques

The college student is more helpful for the social media
where compared to others. The analysis of social media which
helps in opinion mining.

There is helps in understands student interestingness and post
the student behaviour that can be analysed. The changing status
and posting helps in understands the behaviour in various time.
The mining the emotion expressed by the user are used the text
and smiles, which helpful for predicts the stress level of the
student. There is helps in maintaining health and other
psychological problems. The social media are share all factors
in problems and therefore all these are identifying stress factors
of the users.

1) Sentiment Analysis

The sentiment analysis is always the learning experiences,
the emotions are positive, negative and neutral. The main task
is to classification of polarities for given text, sentence, etc. The
emotions of learning experiences is based on the tweet that are
post in social media. The emotional states classification are
advanced the measure of polarity. The classification of
sentiment focus on the opinions and depends to daily life
activities of the users.

2) Classification

The group of membership for instances of data is predicted
by mining technique known as classification and which helps
in prediction of the group, that in which the particular entity
belongs to the user. For example, the classification is to predict
whether a person for such classes like age, salary and gender,
the classification of data helps in easy analysis of the document.
3) Opinion Mining

The opinion mining and the sentimental analysis to helps in
predict the user interests such as the good or bad on the basis of
response of users for the game and the collects information
from final decision the accuracy and error being analysed. The
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interface design of the software development conducts the
heuristic evaluation which perform the usability. The
interaction is the most impact on interpersonal sentiment
influences.
4) Naive Bayes multi-label classification algorithm

The social media sites are mainly unstructured and un-
instrumented to perform analysis, so it is big challenge. Each
tweet feeds are detecting student problems, which are mainly
heavy study related problems, lack in the participation etc.
which is performed by classification algorithm of Naive Bayes
and analyse word frequency counts using tweets.
5) Analysing of behavioural patterns

The online education helps in the analytics of learning is
performed by the clustering. The pattern of learning behaviour
of individual online students are analysed and identify the
factors. These are affects the process of learning and the
identified using algorithm of scalable.

B. System architecture

The analysis of social media for problems of learning and
experiences. The clustering algorithm is used to get the results,
which are useful for understand the experiences of learning.
Perform the learning system by the qualitative analysis using
algorithm of clustering along with analysis of sentiments. The
neutral, negative or positive mood of emotion are classification
of the opinions that are considered as the main task for the
sentimental analysis. The searching of information is performed
such as student problems, studies, campus engagement, class-
related work etc. Student’s tweets are analysed to learning
experiences are understands by following clustering. A model
to classify tweets reflecting problems of students by forming
clusters. Clusters are developed in observations, which same
cluster tend to be similar and different tend to be dissimilar.

Fig. 1. System architecture of student behaviour analysis system

C. Implementation using technical steps
The analysis of different status of social media and posting
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other feeds by the social media, there is helps in opinion mining
and understand the interestingness, then it is helps for
promoting the analysis.
1) CCreating Twitter Application

There are millions of emotions, the Application
Programming Interface is used for collects all the tweets on the
twitter. The twitter4;j is used for the collect all real tweets and it
should be placed in the class path. To create Twitter application,
then user has login to the twitter account and visiting. After
creation, the secret tokens are generated, which is used to
collection of tweets. Then return Consumer Key and Secret,
which acts as credentials and update the settings.
2) Data Collection

To collect the social media data with help of secret tokens,
and the list of keywords used to save in the database. From
given query, the all keywords are retrieves from database. The
selected data mainly contains information about education. The
tweet extraction with the source Id and time zone and the
keywords such as student’s, college, professor, branch, staff,
etc. The Data Collection, which performs the method such as
follows.

Twitter Own and Retweeted Tweets Table

1
2
3
4 @realDonaldTrump 09/02/2016 1< #AmericaFirst #imWithYou thttps://twitter.com/r 4267 11671 150
5 @realDonaldTrump 09/02/2016 12 Great new poll lowa - thank https://twitter.com/r 6918 17422 271
& | @realDonaldTrump 09/02/2016 08 | visited our Trump Tower cehttps://twitter.com/r 5603 21556 1011
7 | @realDonaldTrump 09/02/2016 0% Peaple will be very surprise https://twitter.com/r N A7 40
8 @realDonaldTrump 09/02/2016 0% Just heard that crazy and ve hitps://twitter.com/r 4877 16742 983
9 | @realDonaldTrump 09/01/2016 11 will be interviewed by @e hitps://twitter.com/r 3611 13986 49

10 @realDonaldTrump 09/01/2016 131 am promising you a new |ehttps://twitter.com/r 8680 26267 260
11 @realDonaldTrump 09/01/2016 1€ Thank you for having me thi https://twitter.com/r 5780 18576 156
12 @realDonaldTrump 09/01/2016 0€ Poll numbers way up- maki hittps://twitter.comf/r 9351 35537 446
13 @realDonaldTrump 09/01/2016 0¢ Thank you to @foxandfrienihittps://twitter.com/r 6641 26977 220

b
B

@realDonaldTrump 09/01/2016 0€ Mexico will pay for the wall https://twitter.com/r 27781 53159 1793
15 @realDonaldTrump 09/01/2016 01 Under a Trump administratichtips://twitter.com/r 7991 21867 377
@realDonaldTrump 09/01/2016 01 Hillary Clinton doesn't have hittps://twitter.com/r. 6338 18887 252

s
5

Fig. 2. Tweet Extraction with source Id and Time zone

tweetiD tweet

Use Excel substitute function to replace
space character with GQQtweetiDTTT
sothat each word in the tweet is labeled with tweet 1D and
50 we can put a tab between it and the word
(by replacing TTT with <tab> later) and
putting each tweetiD<tab>word pair on a separate line
(by replacing QQQ with 4 later)

676TTTIdkQQQE76TTThowQQQE76TTTive QQA676TTThecome QQAG76TTTS0QAQ676TTTint
erestedQQQS76TTTINQQQE76TTTSportsQQAE76TTTatelyQQQ

JL

676— k9

676 — how9
676~ ve®
676~ becomeq

We export to TEXT only format and import into Word.

Replace QQQwith paragraph mark (Ap) and TTT with tab () to
yleld each word on its own line

676 0%

\
676-+ interestedy //

676 In9 1/
676+ sports®
676+ latelyq

Import this tab delimited file back into Excel
where we can do some crunching on it.

Fig. 3. Data Collection

3) Data Pre-processing

The tweets are saved in text file, there are different pre-
processing steps are used to filter the data. The qualitative
analysis follows clustering algorithm with the sentiment
analysis. The opinions are differentiating to the neutral,

negative or positive are considered as sentimental analysis.

Data Cleaning L—\,_\
N

Fig. 4. Data Pre-processing Steps

The searching information is performed on the keywords, for
example student problems, studies, class work etc. Here
removes the all @ symbol, URL, punctuations, emotion icons
and stop words etc.

Y SN

Tweets Preprocessing

indian express killed violence nagaland govermnment withholds uib election

voted pillowtalk british video

hotelsscanner hotels travel deals bonaire_saint_eustatius_and_saba

como

Guele el doble cuando al otro le duele

cnn scandal threatens campaign french presidential candidate fillon

news bip vice president injured police lathicharge kerala

reuters 1op news rump s early moves spark alarm resistance government

hindu west indies cricketer andre russell banned months breaching antidoping regulations

>

rajdeep

student humours 1t hottest jennifer lopez photos

veces hay perderse para saber buscarte

news eoin morgan terms england balting worst performance years
alhannah michelle

nice

good

indian express ieworid donald trump s ravel ban dnisive wrong theresa
heithik roshan friend

hotelsscanner hotels travel deals barbados

teachable ready started podcasts member cameron walk process

TP

Classity

Fig. 5. Data Pre-Processing

4) Sentimental Analysis

The social media data is classified as positive, negative and
neutral are expressed by users. Which helps in predicting the all
activities and their micro-blogs. These microblogs become the
personal for the user from working and share personal feelings.
So the algorithm of Naive Bayes multi-label classification is

used for classification and then each mutual exclusive
sentences.
A ]
1 Twest Sentiment
2 |Tesla Tax - Norwegian Tesla cars will increase by 7000 70000 NOK, if... Btesla #ach Slecirichreams url=hitps:/ /i m"iv-huxg 2 neutral
3 |There is really nothing like 2 gull wing door. Thank you to #amazonfut Sesls Safut https://ft cofBgSyzB006 positive
negative

5 Tesl
§ |Super Scco TSL200R fi

neutral
e KRRKmATROT hitps://t.cofwokl neutral
's you intended to sell. 'l keep my @Teslz Mode! 3 reservation. neutral
startup Plen EANALIUGE

5 Teslas former battery director joins hightech farming startup Plenty hitps://ft.co/viiRBHmsQ3 &7

Fig. 6. Sentiment analysis
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The GUI of the analysis of sentiments in the tweet data set is
uploaded. The uploading of the dataset is done by clicking the
upload button and which is browsed and uploaded.

5) Naive Bayes multi label classification algorithm

The network of Bayesian can denoted as naive Bayesian
classification, which network consists only one parent and
various child. Naive Bayes classifier is very effective to other
classifiers and the Naive Bayes classifier involves multi-label
and the following steps.

Step 1: The one tweet could belongs to more than one and so
a multi-label classification algorithm called Naive Bayes multi-
label classification algorithm.

Step 2: The total number of words represented as words in
the training document collection in training data set.

Step 3: The probability of this word in categories other than
be calculated.

Step 4: For a document in the testing set, there are some
words and subset. The purpose is to classify this document into
category one to its complement.

Step 5: Assume independence among each word in this
document and which follows a multinomial distribution.

Step 6: According to Bayes Theorem, the probability that
belongs to category of other document.

Step 7: To get the document under the probability of
threshold and repeat this procedure for each category.

6) Sentiment Variation Tracking

The variation of the sentiment is done for the basis of
polarity. The variation of the sentimental depends on particular
topic. The polarities like positive, negative and neutral is
predicted. The graph was plotted for the sentiment variation for
the predicted output.

;

Tweets

Fig. 7. Sentiment Variation Tracking

7) Label-based evaluation measures

The system is display the tweets and the differentiates the
true positive and negative, false positive and negative. The rate
of false positive is the proportion of the cases of negatives that
are differentiates as positive, the rate of true negative is the
proportion of cases of negatives that are correctly. The F1
measure represents the relationship between different data sets.
Accuracy of the classification algorithm can be computed,
which is proportional to the total number of predictions which
is correct.

The precision of the classification algorithm can be

computed, which is proportional to the predicted positive case
which is correct. Recall of the classification algorithm can be
computed, which is proportion of positive that are corrects and
identified which is similar to True Positive.
8) Word count frequency

Each word is how many times appeared and counts, that
return most commonly words and represents the number of
times they are used.

Common Words Found in Tweets (Including All Words)

dimate
the
change I
to I
of I
and I
= I
s I
in I
for I
we I
coronavirus I
on I
how NN
climatechange ISR
0 100 200 300 400 500

words

 count

Fig. 8. Word count frequency

5. Future Work

The experiences of learning and predicts the pressure with
the social media in mining techniques are follows some future
and enhancements are the minimum spanning tree for
classification of the tweets to the problem of the students. Next,
the prediction of the pressure for each student is measured from
student’s problem. The Latent Dirichlet Allocation checks the
most relevant words and most important tweets will be done
and the measure of fuzzy similarity that will be done in each
topic and its count based on the analysis of performance is
measured from the clustering and the classifications.

6. Conclusion

The real-time application focuses on the analysis of
sentimental and behavioural, that follows tweets are classified
and summarising on the twitter. Here, sentiment classifiers are
dependent on user behaviour and Naive Bayes classification
algorithm, which is used to classification of different emotions
of the student’s. The analysing and classifying student data is
implemented. The developed is classifying tweets into a
different, that is depends on the student emotions. The learning
is not only involves the negative impacts for education fields
about also involves the positive. Like, cultural activities and
other extra work and experience not only stressful life in this
environment, where it also enjoy the fun activities.
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