Age and Gender Prediction from Facial Features Using Deep Learning
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Abstract: Automatic age and gender classification has been significant to a rising variety of applications since the rise of social platforms and social media. The performance of existing algorithms on real-world images, on the other hand, is pathetically inadequate, especially when compared to the massive leaps in performance recently reported for the related task of facial recognition. In this paper, we show that learning representations with deep convolutional neural networks (CNN) can result in considerable improvements in performance on certain tasks [1]. We propose a simple convolutional net design that can be used even when learning data is scarce to do it.
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1. Introduction

Age and gender are important factors in social relationships. In many languages, men and women have separate salutations and grammar norms. Different salutations and grammatical rules are reserved for men and women in distinct languages, and different vocabularies are frequently employed when addressing elders compared to young people. Despite the importance of these characteristics in our daily lives, the ability to estimate them consistently and reliably from face photos is still far from meeting the requirements of commercial applications. This is especially puzzling in light of recent claims of superhuman powers in the related job of facial recognition [2]. We aim to bridge the gap between automatic face recognition capabilities and age and gender estimation approaches in this paper. To do this, we will follow the successful lead of current facial recognition systems: Face recognition approaches reported in recent years have shown that deep convolutional neural networks (CNN) may make significant progress. We show that a basic network architecture can achieve similar results [3].

2. Related Work

Age and Gender Classification:

Calculating ratios between multiple measurements of face features was one of the first strategies for estimating age. After facial features (e.g., eyes, nose, mouth, chin, etc.) have been identified and their sizes and distances measured, ratios between them are calculated and used to categorize the face into several categories according to handcrafted rules [4]. The distribution of facial patches was represented using Gaussian Mixture Models (GMM). GMM were employed again to describe the distribution of local face data, but instead of pixel patches, robust descriptors were used [5]. Finally, super-vectors were utilized in to depict face patch distributions instead of GMM or Hidden-Markov Model.

3. Proposed System

![Architecture of proposed system](image-url)

The FERET benchmark was utilized in most of the methods outlined above, both to create the suggested systems and to evaluate their performance. FERET photos were captured in a controlled environment, making them far less problematic than face images captured in the wild. Furthermore, the results of this benchmark show that it is saturated and not difficult for modern methods to solve. As a result, estimating the real relative value of various strategies is difficult. As a result, it was tested with the widely known LFW (Labeled Faces in the Wild) benchmark, which is generally used for face recognition. A combination of LBP features and an AdaBoost classifier is used in the method [6].

4. Result Analysis

Tables 1 and 2 show our gender and age classification results, respectively. We measure and compare the accuracy of age classification when the algorithm yields the correct age group classification and when the algorithm is off by one neighboring age-group (i.e., the subject belongs to the group that is immediately older or younger than the predicted group) [7]. This follows in the footsteps of others who have done so before, and reflects the inherent unpredictability of the
On both tasks, the suggested technique clearly outperforms the reported state-of-the-art with significant gaps. The contribution of the over-sampling strategy, which delivers a performance advantage over the original network, is also visible. This suggests that greater alignment (for example, frontalization) may provide a performance gain. Figures 1 and 2 show a few examples of gender and age misclassifications, respectively. These results reveal that the extremely challenging viewing conditions of several of the audience benchmark photographs are the root of many of our system’s faults. The most obvious faults are those brought on by blur, poor resolution, and occlusions (especially with thick makeup). In pictures of newborns or very young children, where obvious gender features are not yet visible, gender assessment errors are also frequent [9].

5. Conclusion

Although many prior techniques addressed the challenges of categorising people by age and gender, much of this work has focused on the few photographs taken in lab settings. The extremely challenging viewing conditions of several of the Audience benchmark photographs are the root of many of our system’s faults. The most obvious faults are those brought on by blur, poor resolution, and occlusions (especially with thick makeup). In pictures of newborns or very young children, where obvious gender features are not yet visible, gender assessment errors are also frequent.

On the other hand, are not only more difficult, but also more plentiful. The easy availability of huge image collections provides modern machine learning based systems with effectively endless training data, though this data is not always suitably labeled for supervised learning.

Using Internet data and the associated issue of facial recognition as an example, we examine how well deep CNN performs on these tasks. Due to the dearth of labelled data, we avoid over fitting by employing a lightweight deep-learning architecture to display our findings. Our network is “thin” in comparison to certain modern network architectures, reducing the amount of parameters and the chance of overfitting.

To increase the amount of the training data, we purposefully include cropped copies of the images in our training set. When tested on the Audience benchmark of unfiltered pictures, the resulting system performed noticeably better than the state of the art.

Our findings lead to two crucial conclusions. First, even with the significantly lower size of today’s unconstrained image sets labelled for age and gender, CNN may be used to improve age and gender classification results. Second, because our model is so simple, more complex systems with additional training data may potentially be capable of much bettering the findings given here [10].
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