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Abstract: In a world that is constantly shifting more and more 

towards a digital realm, having data available for most fields is 

becoming all the easier. Since all online interactions are 

automatically recorded, they can be readily accessed to provide 

valuable data. This helps in tracing and predicting consumer 

behavior which can help predict the commercial success of various 

day to day products. One way to obtain usable data from online 

sources is by using text mining which is a data science technique 

which analyses textual data and sifts through it to obtain valuable 

chunks which can be used as an insight without having to convert 

it to numerical format. Text mining can be done using various tools 

such as Python and R and further operations can be performed on 

the data to produce more valuable insights. This paper describes a 

technique of text analytics on mobile online reviews to discover 

significant text patterns that exist in the documents. These 

documents are considered as unstructured textual data. The paper 

proposes a framework that consists of 3 stages (i) data collection 

(ii) document preprocessing (iii) text analytics and visualization 

and (iv) prediction by comparison. The technique is developed 

using R text mining package for text analytics experiments. We use 

the patterns obtained from this textual data to try and predict the 

commercial success of a new cell phone model by using its online 

review and calculating similarity with reviews of commercially 

successful cell phones. 

 

Keywords: Data analytics, Data science, Textual data, Text 

mining. 

1. Introduction 

Often when we are required to obtain outcomes from data, 

we need it to be quantitative in form. When data is in 

quantitative form it is easier to work with and can be directly 

plugged into existing algorithms to obtain meaningful insights 

from the data. However, most data are textual in form so there 

arises a problem. 

Textual data is more wholesome and meaningful when 

compared to quantitative data. Usually to extract meaning from 

textual data we convert it to certain measurable parameters and 

then plug these into known algorithms. However, when we do 

this, we lose some of the most important pieces of the data. 

Most importantly, the sentiment that was meant to be delivered 

through the text is lost in the process and this in turn is a hug 

loss for anyone trying to obtain meaningful insights from the 

text.  

This is where text mining comes into place. We can use text 

mining to obtain meaningful information from structured and  

 

unstructured textual data to be able to process it and form 

insights. 

In this experiment we obtain frequency of occurrence of 

words from online reviews of cell phones and use this data to 

predict the commercial success of a new cell phone model in 

the Indian market. We obtain the term document matrix of the 

reviews of the top 7 selling cell phone models in India and 

compare them to reviews of new cell phones and calculate 

similarity of most commonly used words to check whether the 

new model will be successful or not. 

2. Literature Survey 

This section deals with an extensive survey and provides a 

guide and background for the entire work. It mainly includes 

the review on the earlier techniques practiced before the 

uprising of artificial intelligence techniques. 

Sanjiv R. Das [1] discusses about the current landscape of 

text analytics in finance. He examines how text is extracted 

from various web sites and services using R. He also deals with 

the basics of text analytics such as dictionaries, lexicons, mood 

scoring, and summarization of text. This is followed by the 

analytics of text classification. Finally, the he takes a look at the 

future of text analytics. 

Gary Miner et. al [2] gives a comprehensive reference on 

how to conduct text mining and statistically analyze results in 

his book. In addition to providing an in-depth examination of 

core text mining, they examine advanced preprocessing 

techniques and visualization approaches. Finally, they explore 

current real-world, mission-critical applications of text mining 

using real world example tutorials in such varied fields as 

corporate, finance, business intelligence, genomics research, 

and counterterrorism activities. 

Zuraini Zainol et. al [3] gives an account of the techniques of 

text analytics on peace-keeping documents to discover 

significant text patterns exist in the documents in his paper. 

These documents are considered as unstructured textual data.  

He proposed a framework that consists of 3 stages:  

1) Data collection  

2) Document preprocessing and  

3) Text analytics and visualization.  

The technique is developed using R text mining package for 

text analytics experiments.  
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Arman Khadjeh Nassirtouss et. al [4] discusses a novel 

approach to predict directional-movements of a currency-pair 

in the foreign exchange market based on the text of breaking 

financial news-headlines. The motivation is twofold: First, 

although market-prediction through text-mining is shown to be 

a promising effort, the text-mining approaches utilized in it at 

this stage are basic ones as it is still an emerging field. The 

second part is to research the foreign exchange market, which 

seems not to have been researched using predictive text-mining.  

3. Motivation 

As seen in the literature section there has been a rising trend 

in using text mining to obtain data without losing its qualitative 

features and using this data to predict outcomes of events. Any 

time a text document is readily available on a topic, it can be 

mined to obtain predominantly opinionated data. 

One such application is the prediction of commercial success 

of a product using the reviews and reactions of articles 

published at the time of its release. This can be associated to 

automobiles, clothing, electronics, and several other articles 

that people research before purchasing. This study deals with 

cell phones as the field of research, as their range of prices is 

comparatively low, and they have an abundance of literature on 

their individual performance and appeal. 

4. Objectives 

The objectives of the project are: 

 To collect the relevant data to derive clear results. 

 To perform and verify the methodology of using 

text mining in R. 

 Visualizing the outputs of the model. 

 Obtaining qualitative results and conclusions by 

comparison. 

5. Data Used 

The data used for this experiment were derived from textual 

documents of online mobile reviews on 

 https://www.gadgetsnow.com/. The top 7 bestselling cell 

phones in India in the year 2019 were determined using data on 

the website as follows: 

 Realme 3 Pro 

 Realme 3 

 Realme 5 

 Redmi 7A 

 Redmi Note 7S 

 Samsung Galaxy M20 

 Vivo Z1 Pro 

The critical reviews of these individual phones were taken 

from the website and stored as text files. To test the model, the 

phone “Vivi X50 Pro” was considered and its review was also 

stored. 

 

 

6. Experimental Work 

 
Fig. 1.  Methodology of the experiment 

A. Text Collection 

First, we require the data from which we are needed to infer 

some information from. In this case we need the text document 

containing the reviews of the cell phones.  We can either read 

the documents directly from the webpage using R function 

readLines() or we can store them in a text document such as a 

word document or preferably on NotePad so it can be processed 

more easily [1]. We took a list of the top 7 selling cell phone 

models in India and collected their reviews in one NotePad file. 

We read the text after loading libraries shown in Fig. 2 using 

the code in Fig. 3. 

 

 
Fig. 2.  Loading required R libraries 

 

 
Fig. 3.  R code to read text files and create a text corpus 

B. Pre-Processing of Text 

After we obtain this document, we need to pre-process the 

text so that we can obtain data free of random variable and 

which are more meaningful. We use the text mining package 

tm() in R to perform most of the operations in this experiment 

as seen in Fig. 4. 

First, we convert our text documents into a text corpus which 

is a consolidated structure of text which makes it easier for us 

to use this data to work with. After converting this data into a 

text corpus, we clean it up by removing unnecessary spaces and 

characters such as “/”, “- “,”.”,”;”,” []”,” {}”,” ()”,” %”,” &”,” 

\”,” @”,” #”,” $” and “?” as well as brand names which may 
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lead to a bias [1]. In Fig. 3 we see the text corpus before 

cleaning, and we use the code in Fig. 4 to obtain the clean text 

corpus seen in Fig. 5. 

 

 
Fig. 4.  Flow of the text document processing 

 

 
Fig. 5.  Text corpus before cleaning 

 

 
Fig. 6.  R code for cleaning text corpus 

 

 
Fig. 7.  Text corpus after cleaning 

C. Creating a term document matrix 

 After cleaning the textual data we can use it to create a term 

document matrix using the TermDocumentMatrix() function of 

the tm package in R. 

A term document matrix is a matrix that is used to depict the 

frequency of occurrence of words in the document. We sort the 

matrix so that we get the most frequently occurring words at the 

top and the head() function gives us the first few lines of the 

matrix as shown in Fig. 5 and use inspect() to obtain the 

properties shown in Fig. 6. 

 

 

 
Fig. 8.  R code to build term document matrix 

 

 
Fig. 9.  First 20 lines of term document matrix 

 

 
Fig. 10.  Inspecting term document matrix 

D. Visualizing the data 

The term document matrix gives us a rough idea of the most 

frequently occurring words in a text document. However, it may 

not be the easiest way to digest the data. For this reason, we use 

other visualizing methods such as wordcloud and frequency 

charts to make it more visually friendly. To use wordcloud we 

load the wordcloud library and use the wordcloud() function as 

shown in Fig. 7. We use colors from the RColorBrewer library 

to fill the wordcloud with colors [3] and the result is seen in Fig 

8. To create the frequency chart we use barplot() function from 

the ggplot2 libraryas seen in Fig. 9. The frequency chart 
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simulated is shown below in Fig. 10. 

 

 
Fig. 11.  R code to generate a word cloud 

 

 
Fig. 12.  Wordcloud of term document matrix 

 

 
Fig. 13.  R code to generate a frequency bar plot 

 

 
Fig. 14.  Frequency chart of the term document matrix 

E. Clustering 

Hierarchal clustering is a method of segregating the words 

found in the document using their frequency [3]. They are 

segregated into more than branches using Euclidian distancing. 

We can perform clustering on R by using the dist() and hclust() 

function. 

 

 
Fig. 15.  R code for clustering 

 

 

 

 
Fig. 16.  Hierarchal clustering of words in term document matrix 

7. Results and Observations 

After performing the analysis on the text corpus containing 

the reviews of commercially successful phone, we can 

determine the likelihood of success of a cell phone model by 

comparing the term document matrix of it’s review with that of 

the successful phones. 

To do so, the “Vivi X50 Pro” which was released in July 

2020 was chosen and its critical review was converted into a 

text corpus. The wordcloud, frequency chart and clustering for 

this text corpus is shown in Fig. 17, Fig. 18 and Fig. 19 

respectively. 

 

 
Fig. 17.  Wordcloud of the test document 

 

 
Fig. 18.  Frequency chart of the test document 
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Fig. 19.  Clustering of the test document 

 

The similarity between the two text corpuses was derived by 

using a simple formula where the number of common words is 

divided by the total number of unique words in the two 

documents as shown in Fig. 20. 

 

 
Fig. 20.  R code to calculate similarity index 

 

The similarity index was calculated as 17.32% between the 

test review and the text corpus containing the combined reviews 

of all top 7 phones. The similarity between the test review and 

the individual reviews of all top 7 phones was also calculated 

and is displayed as a similarity vector as shown in Fig. 21. 

 
Fig. 21.  Displaying similarity index and similarity vector 

8. Conclusion 

After performing the experiment, we arrived at the common 

words used in the online reviews of these commercially 

successful phones. We then compared reviews of a new cell 

phone and checked if they have a similar composition of these 

words. The similarity was calculated as an average of 19.19%. 

After comparison with previously recorded data, it was found 

that most commercially successfully phones have an average 

similarity index with the top 7 reviews of 15% or more. Hence, 

we can make a safe prediction that the phone “Vivi X50 Pro” 

has a good chance of bring commercially successful. 
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