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Abstract: A cluster channel model for an indoor environment, 

which includes the characterization of polarization, is presented in 

this work. A measurement campaign was carried out in an indoor 

environment at 3.6 GHz, with a bipolarized transmitter and a 3-

pole receiver. The rays are detected with the SAGE algorithm, and 

cross-polar discrimination (XPD) per ray is defined. Clusters are 

identified in the azimuth - elevation - delay domains, with an 

automatic clustering algorithm. The properties of the clusters are 

investigated and polarization characteristics by cluster are 

extracted. The obtained model is simulated, and the independent 

parameters are compared with the measurements for validation. 

The results indicated that the XPDs of the rays have a lognormal 

distribution per cluster. 
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1. Introduction 

Polarization diversity has been proposed as a solution to 

reduce the size of multi-antenna terminals (MIMO). By using 

antennas, co-located, perpendicularly polarized, it is possible to 

reduce the inter-antenna correlation while keeping the size of 

the equipment reasonable [1]-[5]. Several geometric models 

have recently been developed to describe the behavior of the 

wireless communications channel (COST273, 3GPP / 3GPP2, 

etc.). Most of these models describe the channel as a sum of 

rays, which are grouped into clusters [6-8]. In this case, a cluster 

is defined as a group of rays with identical propagation 

characteristics. Numerous articles have investigated the 

polarization properties of geometric models. It is relatively  

 

simple to introduce polarization into a geometric model by 

considering the polarization of each ray. The global polarization 

mechanisms are implicitly recreated via summing all the rays at 

the emitter and the receiver [9]-[11]. An outdoor measurement 

campaign was carried out and the polarization characteristics of 

the rays are investigated [9]. The polarization is defined by 

cluster, and the properties of these clusters are presented [12]. 

This article aims to examine the properties of cluster 

polarization in an indoor environment. The rays are detected 

with a high-resolution algorithm and are grouped into clusters 

with an automatic clustering algorithm. The characteristics of 

the clusters are then extracted from the measurements. The 

article includes experimental setup, data processing, and 

automatic clustering. The properties of these clusters are also 

extracted and presented, and a comparison between the 

simulated model and the measurements is introduced for 

validation. 

2. Experimental Setup and Data Extraction 

A. Experimental Apparatus 

The measurement campaign was carried out in an indoor 

office environment, illustrated in Fig. 1. The rooms contain 

furniture and equipment, the walls are made of concrete and 

panels, and there are windows along with the lab and offices. 

Measures have been taken to 16 different locations in the 

laboratory and the offices. The transmitter and the receiver were 

never in direct line of sight. 
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At each location, a Uniform Cubic Virtual Antenna Array 

(RVCU) was achieved by adjusting the receiving antenna 

location using an automatic positioner. All elements of the 

virtual network were separated by half-wavelength. The 

receiving antenna was a tripole, consisting of three short 

antennas polarized perpendicularly. The transmitter was a log-

periodic antenna with an angular aperture of 70 °. Anechoic 

panels were placed behind the transmitter to minimize the 

effects of side lobes. At each position of the RVCU, the 

frequency responses of the three receiving antennas were 

measured simultaneously with a Rhode & Schwarz ZVA-24 

vector network analyzer. After measuring all the RVCU for one 

emitter polarization, the polarization of the emitter was changed 

to virtually create a bipolarized emitter. The central working 

frequency was 3.6 GHz with a 200 MHz band. All 

measurements were made at night, so the environment can be 

considered perfectly static between the two measurements. 

Further details about the experimental setup are discussed in 

[13]. 

B. Data Analysis and Ray Extraction 

The measurements were processed to find the directions of 

arrival of the different rays at the receiver. A slightly modified 

version of the SAGE algorithm, Space Alternating Generalized 

Expectation-Maximization, was utilized to detect the directions 

of ray arrival [14], thus as the power of each combination of 

transceiver polarizations. The modification of the SAGE 

algorithm can spot all three polarizations at the receiver. The 

signal model that has been used for SAGE is as follows: for a 

three-pole receiving antenna network and a transmitter 

bipolarized, the contribution to the frequency response of the 

lth ray to the nth element of the lattice is given by (1).  

In equation (1),  SXY: is the signal received on the antenna 

with X polarization for a transmitter with Y polarization, V, H, 

H1, H2, respectively: the vertical emitting/receiving 

polarization, the horizontal emitting polarization, first 

horizontal receiving polarization, second horizontal receiving 

polarization,  fθX: component θ of the antenna radiation pattern 

with receiving X polarization,  fφX: component φ of the antenna 

radiation pattern with receiving polarization X, τl, θl, φl: 

respectively the delay, the co-elevation and the azimuth of 

radius l, αθX: amplitude of the component θ of the ray with 

emitting polarization X,  αφX: amplitude of the component φ of 

the ray with emitting polarization X,  λ: wavelength,  rn: 

position vector of the element n of the network, ur(θl, φl): unit 

vector pointing in the direction (θl, φl). 

As the radiation patterns of the transmitting antennas are not 

included in (1), the terms αθX and αφX comprise the effects of 

transmitting antennas. For the SAGE algorithm to provide 

reliable results, precise antenna and network calibration are 

required. In particular, due to implementing a virtual network, 

there is no coupling problem of antennas, and the theoretical 

expression of network gain can be used. Fig. 2 shows the 

diagrams of radiation from the receiving antennas that were 

measured in an anechoic chamber. For each measurement 

location, 100 rays were detected with the algorithm WISE. An 

instance of the detected rays is given in Fig. 3. For each ray, the 

delay, the co-elevation, azimuth, and the α polarization matrix 

were perceived. Only the rays that had a power 10 dB higher 

than the noise threshold were selected for further processing. 

Nota that part of the power was not considered during rays 

detection with high algorithms resolution. That power 

"Residual", shown in Fig. 4, is often called the diffuse power 

[15]. The analysis which follows focuses on coherent rays and 

does not model this diffuse component.  

 

 
Fig. 2.  Components θ and φ of the radiation patterns of the 3 antennas of the 

receiving tripole 

 

 
Fig. 3.  Rays detected with SAGE in the azimuth - co-elevation - delay 

domains 

C. Identification of Clusters 

The problem of ray clustering is an issue that has received a 

lot of attention recently. Visual clustering has been used for 

some time, but since visual inspection of data contains a rate of 

subjectivity, it is difficult to interpret and compare results. 

Several automatic clustering techniques have been proposed, 

including algorithms hierarchical clustering [16], Gaussian 

clustering [17], and the K-power means algorithm [16], [18]. 
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Fig. 4.  Measured PDP, reconstructed PDP with SAGE and diffused power 

 

Since the definition of a cluster mainly depends on the 

clustering algorithm used, it is crucial to specify how the cluster 

is defined. A cluster is described as a group of rays with 

identical propagation characteristics, which justifies the use of 

the K-power means algorithm as the recent results of COST 273 

[6]. The K-power means that the algorithm will, for a given 

number of clusters, group the rays to reduce the total sum of the 

square distances (weighted by their power) of the rays at the 

centroids of their cluster. Thus, the overall spread of the clusters 

is minimized. Details on the exact implementation of K-power 

means can be found in [18]. In the proposed work, the rays are 

clustered in the azimuth - co-elevation - delay domains. 

The second problem with automatic clustering algorithms is 

determining the number of exact clusters. As mentioned above, 

the K-power means that the algorithm will minimize the 

spreading global number of clusters yet will not give any 

information on the exact number of clusters. It exists several 

indices to determine the optimal number of clusters, the most 

popular method is by Davies - Bouldin [19]. This index is a 

measure of the ratio between the overall intra-cluster spread and 

the minimum inter-cluster distance. The minimum of this index, 

therefore, provides the optimal number of clusters. This 

definition also fits well with the proposed work of what a cluster 

should be. Unfortunately, due to the difference in scale between 

the global intra-cluster sprawl and the minimum inter-cluster 

distance, this index tends to increase or decrease monotonically 

depending on the number of clusters. To avoid this trend, a 

standardized version of the index Davies - Bouldin was used: 

the Kim - Parks index [20]. This index normalizes the intra-

cluster sprawl overall and the minimum inter-cluster distance 

from their obtained values for the minimum and the maximum 

number of clusters. Fig. 5 shows an example of the evolution of 

the index of Kim - Parks for several clusters ranging from 2 to 

10. Note that with 4 clusters, the index decreases significantly. 

For all measurements, a clear minimum is observed to 

determine the optimal number of clusters. 

This automatic clustering algorithm was applied for all 

measurement locations. Fig. 6 shows an example of ray 

clustering. In most cases, between 4 and 6 clusters have been 

identified. Clusters with a powerless than 1% of the total power 

of the location of measurements were discarded from the 

dataset. 

 

 
Fig. 5.  Evolution of the Kim - Parks index for several clusters ranging from 2 

to 10 

 

 
Fig. 6.  Clustering of rays into 4 clusters 

3. Experimental Results 

The polarization characteristics of each ray are fully defined 

by the three following cross-polar discrimination values: 

𝑋𝑃𝐷𝑉,𝑙 =
|𝛼𝜃𝑉,𝑙|

2

|𝛼∅𝑉,𝑙|
2                   (2) 

 

𝑋𝑃𝐷𝐻,𝑙 =
|𝛼∅𝐻,𝑙|

2

|𝛼𝜃𝐻,𝑙|
2                   (3) 

 

𝐶𝑃𝑅𝑙 =
|𝛼𝜃𝑉,𝑙|

2

|𝛼∅𝐻,𝑙|
2                    (4) 

 

After identifying the different clusters, the number of clusters 

per measurement location can be characterized and each cluster 
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k is described by a certain number of parameters: the average 

angles of arrival of the clusters φk and θk, cluster delay τk, 

cluster delay spread στk, cluster angular spreads σφ, k and σθ, k 

and cluster power γ2
k. The polarization characteristics of the 

cluster are described by the mean and the standard deviation of 

the XPDs of the different radii of the cluster: μ(XPDV,k), 

σ(XPDV,k), μ(XPDV, H), σ(XPDV, H), μ(CPRk) and σ(CPRk). 

Table 1 shows the measured values for the parameters of the 

clusters. 

The power of the cluster is defined by,  

 
The arrival azimuth φk, the delay τk and the power γ2

k of each 

cluster are normalized concerning φ0, τ0 and γ2
0 of the most 

powerful cluster. This means that for each measurement 

location, the most powerful C0 cluster is such that φ0 = 0°, τ0 = 

0 ns and γ2
0= 0 dB. The different parameters of the clusters were 

extracted from the measurements, and the properties have been 

observed. First, the distribution of the number of clusters by 

measurement location is described by a minimum of 3 plus a 

random variable with a distribution of Fish.  

The mean of the Poisson distribution is . Second, the 

azimuth kφ and the delay k τ of all clusters (except the most 

powerful clusters) compared to the most powerful clusters are 

described by 3 percentiles (10%, 50%, and 90%) which are 

determined from the measurements. Third, the co-elevation θk 

of the clusters is defined by 3 percentiles (10%, 50%, and 90%) 

which are determined from the measurements. Next, the 

spreads στ, k, σφ, k and σθ, k have a lognormal distribution, with 

values ranging from 2 to 15 ns for στ, k, de 5 to 20° for σφ, k and 

from 5 to 15° for σθ, k. Fifth, the power of clusters decreases 

with the delay exponentially. The power of clusters has a 

Table 1 

Measured values for the parameters of the clusters 

Cluster parameter Mean Standard deviation 10% 50% 90% 

ϕk [
o] - - 63.22 221.48 346.45 

Log(σϕ,k)[log(ns)] 2.19 0.82 - - - 

θk[
o] - - 88.00 92.11 97.00 

Log(σθ,k)[log(ns)] 2.04 0.41 - - - 

τk [ns] - - -5.55 9.73 44.06 

στ, k 1.4 0.59 - - - 

γ2
k -12- (0.06×τ [ns]) 5.10 - - - 

μ(XPDV,k) 6.98 4.88 - - - 

σ(XPDV,k) 8.20 2.97 - - - 

μ (XPDH,k) 0.77 4.09 - - - 

σ (XPDH,k) 5.93 2.46 - - - 

μ (CPRk) -2.80 5.39 - - - 

σ (CPRk) 8.89 2.48 - - - 

 

 
Fig. 7.  Distribution of rays inside the clusters 
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lognormal distribution around this average decrease. Last, the 

different means and standard deviations of XPDs have a 

lognormal distribution. Note that μ (XPDV, H) is less than μ 

(XPDV,k) due to cross-polar ratios are defined in spherical 

coordinates at the receiver. A vertical transmitter emits only 

waves polarized along θ, while a horizontal transmitter will 

emit waves that have a φ component but also a component θ in 

some directions, as shown in Fig. 2. The μ (XPDH,k) is therefore 

already reduced on the side of the issuer. 

The radii distributions within the clusters were also 

examined, with the following conclusions; the angular 

dispersion of rays in clusters have a Laplace distribution, shown 

in Fig. 7 (a-b); the dispersion of delays within clusters is 

approximated by a distribution normal, shown in Fig. 7 (c); the 

XPDs of the rays have a lognormal distribution inside the 

clusters with distribution parameters given by μ(XPDk) and 

σ(XPDk). Fig. 7 (d) illustrates the distribution of XPDV within 

clusters.  

4. Model Validation 

The final step is the validation of the model presented by 

comparing the parameters of the model simulated with 

measured parameters. It is necessary to choose comparison 

parameters that were not used to build the model. The spread of 

delays, the spread of the co elevations, and the spread of the 

total azimuth (and not by cluster) of the measurements were 

compared with those of the simulated model in Fig. 8 (a-c). 

These metrics were not used to build the model and can 

therefore be considered relatively independent. It can be seen 

that the delay averaging is significantly overestimated. A better 

description of the distribution of ray delays in a cluster could 

further improve this comparison. The spread of co-elevations is 

slightly overestimated, and the spread of simulated azimuths 

corresponds well to that measured. Finally, the polarization 

characteristics are compared. It has been shown in [21] that the 

local variations of the inter-antenna XPD have an F distribution 

doubly non-centered. This is also the case in the proposed 

model, shown in Fig. 8 (d). The agreement between the inter-

antenna XPD distribution and the theoretical F model is perfect. 

5. Conclusion 

In the proposed work, experimental results for the 

characterization of a MIMO model, polarized and by cluster, 

were presented. The SAGE algorithm was utilized to detect 

rays, and the K-power means algorithm was applied to group 

the rays into clusters. The settings of the clusters were extracted, 

and ray polarization was defined. The results indicated that ray 

XPDs have a lognormal distribution per cluster. The simulated 

model is compared with measurements by independent metrics, 

and a satisfactory agreement is obtained between the metrics 

and the simulated model. The polarization behavior of the 

simulated model obeys the theoretical F distribution.  

 
Fig. 8.  Comparison between the measurements and the simulated model for (a) the spread of delays (b) the spread of the co-elevations (c) the spread of the 

azimuths (d) Comparison between the theoretical model in F and the simulated inter-antenna XPD 
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