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Abstract: With increasing computational capacity, it is 

becoming easier to simulate much of the human brain activity. 

Similar to left and right eyes coordination to perceive shape and 

distance of the surrounding objects, we can use cameras to get the 

images of an object from different angles and perform a popular 

Computer Vision technique known as Structure from Motion 

(SFM) and utilizing this, we can compute a 3D point cloud and 

visualize the object in 3 Dimensions. Through this article, we have 

reviewed the latest advancements in SFM techniques, 

experimented with dataset, attempt to find limitations for low 

textural variance using Grey Level Co-Occurrence Matrix 

methods causing missing pixels problem in the reconstructed 3D 

point cloud and suggest methods to overcome them based on 

recently discovered techniques. SFM technology can reduce 

substantial workload while designing virtual reality environment 

for commercial domain, engineering surveys and medical 

assistance. 

 

Keywords: Augmented reality, Computer vision, Structure from 

motion, 3D Mapping, Pointless SFM. 

1. Introduction 

Our human brain deciphers the shape and distance of an 

object by calibrating the differences between the images 

obtained by our left and right eye [1]. This helps us to estimate 

a 3D structure about the objects in front of us in our mind. 

Scientists over the years have tried to understand the working 

mechanism of this left-right eye calibration. The major 

challenges for this are computational power. Consisting of 100 

billion neurons, our brain process at up to terahertz scale [2]. 

To mimic the 2D image to 3D deciphering process of the human 

brain, we would need gigahertz scale computational power 

which was not very common until a couple of decades [3]. Now 

with the technological improvements, the processing speed of 

gigahertz has become common and along with this SFM 

techniques has been enhanced substantially [4]. 

Now the main ideology behind a 2D to 3D reconstruction is 

to first determine the similarity and differences between 

different frames of images of the same object captured from 

different angles as shown in fig. 1. For this purpose, firstly 

unwanted images are filtered out through several techniques 

like grey level co-occurrence matrix, canny edge detection 

techniques, K-Means Clustering to cluster colours, etc. From 

these methods, the pattern between the images is extracted and 

compared to filter out the contrasting images. After this, a 

method called tf-idf (term frequency-inverse document 

frequency) weighting is implemented to assign weights to  

 

various images which would be later compared to find the 

similarity. This is given by, 

 

𝑡𝑖 =
𝑛𝑖𝑑

𝑛𝑑
𝑙𝑜𝑔

𝑁

𝑛𝑖
                 (1) 

 

where 𝑛𝑖 and 𝑛𝑗 represents the common features within 

image 𝑖 and 𝑗. 

JacS (Jaccard Similarity) methods are also often used along 

with tf-idf to eliminate any noise in image-pair set. It is 

computed by, 

 

𝑠𝑖𝑗 =
𝑛𝑖𝑗

𝑛𝑖+𝑛𝑗−𝑛𝑖𝑗
                 (2) 

 

 The generated sets 𝑛𝑖, 𝑛𝑗 and 𝑠𝑖𝑗   are then passed through K-

Means Clustering process to filter out the closest image pairs 𝑘 

which accumulates the set into 𝑘 number of clusters by forming 

centroid [5], [6]. 

 

𝑑(𝑝, 𝑞) = 𝑑(𝑞, 𝑝) =  √∑ (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1         (3) 

 
Fig. 1.  Ideology behind Structure from Motion. An object is scanned from 

different angles and then the images are compared to construct a 3D point 

cloud 

 

After the filtration process through K-Means Clustering to 

find the closest pair for the images, next comes the estimation 

of camera points based on the image pairs and the process is 

called camera calibration [7], [8]. 2D line-to-line matching 

technique is utilized to compute the overlap between the image-

pair with the help of common 3D points. The similarities and 

Structure from Motion 

Subhrangshu Adhikary* 

Department of Computer Science and Engineering, Dr. B. C. Roy Engineering College, Durgapur, India 



S. Adhikary et al.                                        International Journal of Research in Engineering, Science and Management, VOL. 4, NO. 9, SEPTEMBER 2021 193 

differences between the overlapping images are then estimated 

to find the camera position responsible for both the images. 

Also during this, the overlapping points, based on the change in 

texture, orientation, depth, etc., the points of both the images 

are mapped to a 3D point cloud matrix. The process is repeated 

over and over again for several numbers of images until a 3D 

point cloud matrix is formed consisting of as little missing 

pixels as possible [9]. Now, this 3D point cloud is the visual 

representation of the structure reconstructed from 2D images. 

The process can generate 3D structures in both scenarios, firstly 

where the subject is constant and the camera is moving and 

secondly where the camera is constant and the subject is 

moving. The accuracy or density of the 3D point cloud depends 

on the frames the camera can capture along with the resolution 

[10]. 

The technique could be utilized for easier 3D mapping in 

architectural domains to construct environments and buildings, 

in machinery domains to create 3D models of the machines 

used, during health diagnosis to assist during surgery, in the 

entertainment field for creating inexpensive visual effects, etc. 

Through this review article, we have tried to highlight the latest 

advancements in the study area of Structure from Motion for 

the creation of augmented reality through artificial intelligence 

consisting of deep learning and computer vision. We would also 

like to test the latest SFM technologies and discuss their 

performances. 

2. Related Works 

The SFM ideology comes from the motion parallax 

phenomenon [11], [12]. Motion parallax is the phenomenon 

that two moving objects moving with the same velocity along 

the same direction at the same side of the point of reference, the 

object closer to the point of reference appear to move faster than 

the other object. The angle created by the initial and final 

position of the objects with the point of reference is larger for 

the closer object and thus causing the motion parallax effect. In 

both scenarios, first, where the point of reference is fixed and 

second, where the subject is fixed and the point of reference is 

moved, the motion parallax effect could be exploited to 

determine the depth, size, distance or velocity of the objects 

where there exist a relative motion between the object and point 

of reference [13], [14]. The features extracted by motion 

parallax estimation methods could be utilized for the structure 

from motion technique to establish a point cloud matrix in 3D 

space [15]. The closest images could be studied for similar 

pixels whose difference in the given two images could be used 

to estimate a depth map which could further be combined to a 

point cloud matrix for 3D projection [16], [17]. 

Advancements in neural network drastically improved 

computer vision techniques [18] Convolution neural network is 

very popular neural network model which can handle image 

data very well by extracting features from image matrix [19]. 

Deep learning is a form of neural network formed by combining 

several layers of perceptron’s to optimize the capabilities of the 

network. The feature extraction process with help of deep 

neural network made it possible to extract several features from 

images and utilizing these features to estimate a 3D point cloud 

from several nearby images [20]. With this strategy, researchers 

have made several successful 3D structure reconstruction with 

image or video data [21]. Along with convolution neural 

networks, other popular deep learning models like auto-

encoders are also proven to be effective to build a 3D point 

cloud [22]. 

With the perspective of the dataset, SFM could be 

constructed with multiple techniques. For example, the camera 

could have no additional features apart from the pixels matrix 

[23]. In this process, the computational power requirements are 

low however the model faces difficulty reconstructing 3D with 

low variance in texture. These are performed mainly when the 

camera points are not very far apart, most likely all camera 

points are within a meter range to each other [24]. The other 

could be to use additional geotagging parameters such as 

altitude, latitude and longitude [25]. Both manned and 

unmanned aerial vehicles based sensors including satellites are 

majorly utilized for the purpose and much larger structures like 

buildings, landscapes or terrains are reconstructed with this 

technique facilitating a low-cost aerial survey [26], [27]. 

SFM often fails to differentiate pixels from the highly similar 

surface. For this reason, we need to study the Grey Level Co-

Occurrence Matrix (GLCM) and its properties for the images 

[28]. GLCM traverse through the array of image and find 

similar patterns which could be found in different places of the 

matrix [29]. This is a very useful technique for determining the 

similarity between different images. Same could also be used to 

study the variations among the image. Glossy surfaces have 

lower variance and rough surfaces have higher variance. SFM 

often mixes pixels of highly similar texture and we would like 

to test this through our work as well [30]. This motivated us to 

review the SFM techniques and test its limitations to generate a 

depth map for low variance GLCM. 

3. Methodology 

A. Data Collection and Preprocessing 

The most crucial part of any experiment is the data collection 

procedure. For our experiment, we have used a mobile phone 

camera to record video of the object of concern. After video 

collection, we have broken the video into individual frames. We 

have removed very similar frames with almost no visible 

differences. Then we have resized all images to 264x264 pixels. 

Followed by this, we have masked out the background of the 

object to avoid as much distortion as possible. 

B. Reconstruction Technique 

1) Feature extraction and pairing 

The images are now paired up based on their closest 

appearing images with tf-idf and JacS methods introduced 

earlier in introduction section. For this experiment we have 

used Lukas-Kanade tracker for image matching to avoid any 

unwanted image pairs [31]. Now our next step is to transform 

the model to make it suitable for the SFM reconstruction. To do 

this, we need to transform the normalize image coordinates to 

pixel coordinates. For and image with height h and width w, 

pixel coordinates is given by, 
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𝐻 =  (

max(𝑤, ℎ) 0
𝑤−1

2

0 max(𝑤, ℎ)
ℎ−1

2

0 0 1

)       (4) 

 

2) Camera Calibration 

The camera calibration could be made to visualize the point 

cloud in three formats. Perspective Camera, Fisheye Camera 

and Spherical Camera. 

For and image with coordinates x, y and z, the point cloud 

could be projected into u and v coordinates. For this, 

perspective camera is given by, 

 

𝑥𝑛 =
𝑥

𝑧
                    (5) 

 

𝑦𝑛 =
𝑦

𝑧
                    (6) 

 

𝑟2 = 𝑥2 + 𝑦𝑛
2                 (7) 

 

𝑑 = 1 + 𝑘1𝑟2 + 𝑘2𝑟4              (8) 

 

𝑢 = 𝑓𝑑𝑥𝑛                  (9) 

 

𝑣 = 𝑓𝑑𝑦𝑛                   (10) 

 

Fisheye Camera is given by, 

 

𝑟2 = 𝑥2 + 𝑦2                 (11) 

 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛(𝑟/𝑧)               (12) 

 

𝑑 = 1 + 𝑘1𝜃2 + 𝑘2𝜃4              (13) 

 

𝑢 = 𝑓𝑑𝜃
𝑥

𝑟
                  (14) 

 

𝑣 = 𝑓𝑑𝜃
𝑦

𝑟
                  (15) 

 

Finally, spherical camera is given by, 

 

𝑙𝑜𝑛 = arctan (
𝑥

𝑧
)                (16) 

 

𝑙𝑎𝑡 = 𝑎𝑟𝑐𝑡𝑎𝑛(
−𝑦

√𝑥2+𝑧2
)             (17) 

 

𝑢 =  
𝑙𝑜𝑛

2𝜋
                   (18) 

 

𝑣 = −
𝑙𝑎𝑡

2𝜋
                   (19) 

 

The projections could be utilized in all these three camera 

models to spectate various forms of the point cloud. 

3) Depth map and Point Cloud Estimation 

The image pairs formed then further process to generate the 

depth map and make the 3D point cloud. This is done by 

overlapping the images on top of each other and measuring the 

shifting of a pixel due to change in camera position. All the 

shifts are estimated to find the depth of the points and generate 

a depth map for the purpose. Also during the same process, the 

points which are completely overlapped are directly mapped to 

its corresponding 3D point cloud matrix and the pixels which 

undergone a shift due to the camera movement are then mapped 

to the 3D point cloud based on the depth map generated. The 

next closest image to the pair is also compared with this depth 

map to fill the missing pixels in the point cloud and replace and 

erroneous pixels in the point cloud to make it denser [32]. Now 

finally the 3D point cloud is inversed from pixel coordinates to 

normalized coordinates to make it easier to spectate the 3D 

reconstructed structure. From eqn. (4), which was given for 

image matrix in 2D plane, could also be represented for a 3D 

structure as if each layer of the 3D structure represents a 2D 

plane, therefore the inversion of the point cloud matrix could be 

given by, 

 

𝑀 = 𝐻−1 =  (

1 0 −
𝑤−1

2

0 1 −
ℎ−1

2

0 0 max (𝑤, ℎ)

)        (20) 

 

Now, this 3D Point Cloud matrix M could be visualized as a 

3D structure generated from 2D images. 

4. Results and Discussions 

A. Discussion on Reconstruction Observations 

For the reconstruction mechanism, we have replicated the 

latest methods as discussed in the earlier section. We have 

captured video footage of an object "Swan" from different 

angles. Followed by this, we have split the video into individual 

frames and selected 16 images of the objects with contrasting 

angles. We have masked out the background to minimize 

distortion and noises, fig. 2.  

 

 
Fig. 2.  Masked out background as a part of pre-processing to reduce 

noises and avoid distortions 

 

 
Fig. 3.  Perspective projection of 3D Reconstructed point cloud generated 

by Structure from Motion based Computer Vision 
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Following this step, we have applied structure from motion 

techniques discussed earlier on the given set of images. After 

final processing, we can observe the 3D reconstructed point 

cloud in perspective projection fig. 3. 

B. Performances and Limits Evaluation for SFM 

From the 3D reconstructed image fig. 3, we can see that the 

body of the swan is having firm reconstruction at rough surfaces 

like the feathers. However, distortions or missing pixels are 

visible near the neck and head region which have a smoother 

surface. Therefore, SFM with this technique fails to perform 

well with a smoother surface. From this, we can guess that the 

texture impacts on the SFM performance. To find the textural 

differences, we can study the Grey Level Co-Occurrence 

 
Fig. 4.  Random points of two categories, smooth and rough surfaces, have been studied from the raw image with GLCM and the graph for Dissimilarity v/s 

Correlation has been plotted where we can see that blue points encircled by red mark are the regions where SFM causes missing pixel problem where SFM fails 

to compute depth map of the surrounding pixel 

 
Table 1 

Comparison Metrics for GLCM Matrix 

Metric Rough Smooth 

Point 1 Point 2 Point 3 Point 4 Point 1 Point 2 Point 3 Point 4 

Dissimilarity 15.651 18.827 47.940 26.062 7.181 1.943 2.708 2.678 

Correlation 0.288 0.422 0.151 0.422 0.579 0.599 0.725 0.499 

Contrast 395.758 655.357 3530.488 1508.318 57.848 8.014 9.482 9.684 

Homogeneity 0.0626 0.0398 0.0135 0.0569 0.0330 0.4428 0.2361 0.2373 

ASM 0.00174 0.00177 0.00155 0.00191 0.00605 0.03324 0.01318 0.01442 

Energy 0.0417 0.0420 0.0394 0.0437 0.0778 0.1823 0.1148 0.1200 

 



S. Adhikary et al.                                        International Journal of Research in Engineering, Science and Management, VOL. 4, NO. 9, SEPTEMBER 2021 196 

Matrix (GLCM). For this purpose, we have considered 20x20 

pixel points from different regions of the perspective projection 

of the 3D reconstructed image. Figure 4 shows the points that 

we have considered for the texture comparison. Green dots 

belong to regions from denser cloud points and blue dots 

belongs to regions from missing pixels. From fig. 4, for GLCM 

Dissimilarity v/s GLCM Correlation sub-plot, the green dots are 

highly dissimilar whereas blue dots scatter within a small range 

and are highly similar. As the points are highly similar, the 

algorithm performs badly to detect the differences in the pixels 

and therefore the depth map generation for those points fails 

and are hence excluded from the point cloud matrix. This makes 

it clear that SFM performs poorly for highly similar points, that 

is, a low variance of co-occurrence matrix and vice versa. 

For GLCM histogram P with, 𝜇 being GLCM mean and 𝜎 

being the intensity variation , dissimilarity metric is given by,  

 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ 𝑃𝑖,𝑗
𝑙𝑒𝑣𝑒𝑙𝑠−1
𝑖,𝑗=0 |𝑖 − 𝑗|       (21) 

 

Correlation is given by, 

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ 𝑃𝑖,𝑗
𝑙𝑒𝑣𝑒𝑙𝑠−1
𝑖,𝑗=0 [

(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)

√𝜎𝑖
2𝜎𝑗

2
]      (22) 

 

The GLCM matrix properties have been recorded in table 1. 

From this, we can see that the dissimilarity score for rough 

surface is over 10 for each and it is lower than 10 for smooth 

surfaces. Similarly, correlation is lower than 0.5 for the rough 

surface and higher than that for smoother surfaces. Based on 

this conditions, a decision boundary could also be established 

between the rougher and smoother surface to detected which 

points could be excluded from SFM procedure as an early 

detection machine learning algorithm and images with a higher 

density of such points, the images could be skipped from the 

feeding into the model which can ultimately reduce the 

processing cost. 

Contrast is given by, 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑃𝑖,𝑗
𝑙𝑒𝑣𝑒𝑙𝑠−1
𝑖,𝑗=0 (𝑖 − 𝑗)2         (23) 

 

The contrast for rough surface was found to be in scale of 

hundreds where smooth were found within a range of tens and 

ones. This could be another prominent clustering feature with 

linear decision boundary. 

C. Introduction to Pointless SFM to Improve Missing Pixel 

Problem for Low Variance GLCM Matrix 

To reduce this low textural variance-based missing pixel 

problem, a newer technique is introduced called Pointless SFM. 

The ideology behind this is to introduce 3D curve refining 

camera positions to construct the point cloud. The model works 

on bundle adjustment method and hence requires an initial 

estimate of the structure. For this purpose, two kinds of cameras 

are used, one for initialization and the other for ground truth. 

This has significantly low error rates, however, requires a 

higher setup cost ultimately reducing feasibility. Development 

of Pointless SFM to minimize cost is very essential to ensure 

feasibility. Else missing pixel problem would require state-of-

the-art technology to produce a high-density point cloud. 

5. Conclusion 

Structure from Motion method for 3D mapping from 3D 

images captured from different angles has become a popular 

technique which mimics left and right eye coordination to 

compute depth map. SFM techniques first compare all images 

to find the closest pairs, and then the images are overlapped, the 

differences in pixels are estimated to calculate a depth map for 

the image pair and finally, the depth maps are mapped to form 

a 3D point cloud which could be visualized in perspective, 

fisheye or spherical camera projection schemes. Through this 

article, we have reviewed recent advancements in the SFM 

technology and recreated the process to test them. We have 

captured images of a test subject from different angles, masked 

background and performed SFM techniques to reconstruct a 3D 

model for the object. In the process, we have noticed that the 

rough surfaces are reconstructed well however glossy or 

smooth surfaces have missing pixels in the 3D point cloud. To 

test this, we have used GLCM matrix and its properties. We 

have observed that for the given image, dissimilarity of rough 

and smooth surface are higher and lower than 10 respectively 

and correlation for rough and smooth surface are lower and 

higher than 0.5 respectively. Based on this, we can cluster the 

two classes to create a decision boundary to facilitate machine 

learning as a means of a prediction model to filter out images 

from the dataset which won't help much in SFM technique and 

ultimately reduce computational cost. The missing pixel 

problem for glossier surface has been reduced with a newly 

introduced technique called Pointless SFM which is still in 

preliminary phases and requires high setup cost, the model 

could further be made feasible by reducing the complexity of 

the setup. 
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