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Abstract: The theory of this undertaking is that subjects, 

communicated through huge scope web-based media 

organizations, rough power usage occasions (e.g., utilizing high 

force utilization gadgets like a dryer) with high precision. 

Customarily, scientists have proposed the utilization of keen 

meters to demonstrate gadget specific power usage designs. In any 

case, these methods experience the ill effects of versatility and cost 

difficulties. To alleviate these difficulties, we propose an online 

media network-driven model that uses huge scope text based and 

geospatial information to estimated power usage designs, without 

the requirement for actual equipment frameworks (e.g., like keen 

meters), therefore giving a promptly versatile wellspring of 

information. The technique is approved by considering the issue 

of power use disaggregation, where energy utilization rates from a 

nine-month duration in San Diego, combined with 1.8 million 

tweets from a similar area and interval of time, are used to 

consequently decide exercises that require huge or modest 

quantities of power to achieve. The framework decides 200 points 

on which to identify power related occasions and finds 38 of these 

to be substantial descriptors of energy usage. At long last, the 

generalizability of our model is contrasted and a climate based 

model, given by the U.S. Branch of Energy. 

 

Keywords: Social media networks, Smart meters, Weather 

based model, Big data, Machine Learning. 

1. Introduction 

Social networking networks such as Twitter show Big Data" 

features which present threats and information discovery 

opportunities related to threat identification. For example, 

Twitter generates more than 500 million tweets per day 

(volume), corresponding to about one message per 173 

microseconds (velocity). Those tweets contain a combination 

of text content, geo-details, video, etc. (Variety) [2]. 

Social Networking Network models can serve as an 

integrated, universal sensing device that provides physical 

sensor prediction with this additional benefit of 1) beings 

customizable 2) freely available 3) having lowers configuration 

and maintenances costs relative to certain physicals sensors 

(e.g. smarts meters or smart plug). Social networking sites such 

as Twitter, Google and Facebook process data every day from 

12 terabytes (10^12) to the 20 petabyte (10^15), making then  

 

ideal for data mining and information exploration on a large 

scale. 

The willingness of users to i) Recognize a phenomenon 

within a Social Media Network ii) Experience and perceive a 

phenomenon and iii) The timely and efficient dissemination of 

the effects of the Social Media Network phenomenon shows the 

ability of social media network to be used as large-scales 

sensors network. 

Traditional wisdom has been that complex sensors (e.g. 

intelligent meters) are needed to understand, gather 

information, and make a conclusion in real time in order to 

better understand a complex object (e.g. energy use pattern) [1]. 

The main purpose of the future framework is to provide this 

mapping with application, objective assessment and analysis. 

The purpose of this paper is to question these traditional model 

of social media network and physical sensors by demonstrates 

the feasibility of social media network too be uses as 

interactive, universal sensor system to set up physical sensor 

system to accomplish similar objectives, delivering comparable 

levels of information and expertise [1]. 

2. Literature Survey 

The different reviews and analysis carried out in the field 

interest and findings already reported, taking into account the 

different parameters of the project and the extent of the project, 

are seen in a literature review or a literature survey in project 

study. 

The following is a literature survey that includes: 

 

Current theories that are widely agreed about the subject. 

Books written on the subject, generic as well as particular. 

Study in the field is typically carried out in the order from oldest 

to newest. 

Challenges that are faced and, if available, on-going work. 

 

The literature survey explains the latest work on the project. 

It discusses the issue of the current system and also offers users 

a good idea of how to deal with the current problems and how 

to overcome the current problems. 
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[1] Increasing Veracity of Detection on Social Media 

Networks by Using User Trust Modeling. Author: Todd 

Bodnar, Conrad Tucker, Kenneth Hopkinson, Sven G. Bil´en, 

2014. 

With large-scale success and ubiquity, social media networks 

are forced to determine the veracity of knowledge exchanged 

through them that informs people about current real-world 

events and trends.   

For the dissemination of information on social media 

networks, we propose an authentication test model to detect text 

content generated by each user, including native language 

processing and machine learning algorithms. Major social 

networks (such as Twitter and Facebook) are considered to be 

network platforms, where information can be exchanged 

quickly and quickly, thus increasing access to information 

around the world. This paper analyzes four case studies that 

cover multiple areas, hazards and time periods to explain how 

real-world events affect how false information/information is 

exchanged and disseminated through a social network [2]. 

[2] The Trust-Aware User Recommendation Program made 

on social networks. Author: Magdalini Eirinaki, Malamati D. 

Louta [19], 2014. 

Due to the emergence and proliferation of social media, such 

as blogs, social networking apps, microblogging, or customer 

review pages, social network analysis has recently received a 

lot of attention. The Trust becomes an important quality in the 

user experience in this setting, and suggestions for important 

content and trusted users are important to all members of the 

network. In this post, we propose a social media trust 

management system that focuses on the reputation process that 

takes expertise and clear relationships between network 

members, analyzes the semantics and complexity of these 

interactions, and provides network members with a user-

focused response [4]. 

[3] Understanding Twitter Data with Tweet Xplorer. Author: 

Fred Morstatter, Shamanth Kumar, Huan Liu, Ross 

Maciejewski [15], 2013. 

It is extremely hard for an analyst to derive useful knowledge 

from a sea of information in the age of big data. We present 

Tweet Xplorer, a method for analysts with little information on 

a case through the use of powerful visualization techniques to 

gain awareness. Using tweets gathered as an example during 

Hurricane Sandy, we will direct the reader through a job that 

shows the system's functionality. 

[4] Social Network Modeling and Model-Based Imitation in 

Support of Crisis De-Escalation. Author: Michael J. Lanham, 

Geoffrey P. Morgan, and Kathleen M. Carleyn [6], 2014. 

Decision-makers need the ability to model easily and reliably 

evaluate the consequences of actions and responses in crisis 

situations. Traditionally, there have been heavy processes of 

production resources and what-if the exercise of such models. 

This study demonstrates the quick and possible ways to build 

such models in functional environments. 

Via the removal of the communication network from 

communication, in the analysis of networks to identify the main 

character, and then simulate exploring alternatives, advisors can 

encourage the practice and practice of declining levels of 

escalation. As part of the modeling process driven by the model, 

we explain how we used this process. We highlight the power 

of transition from experience to models and the beauty of data-

driven simulation, which facilitates iterative purity. We 

conclude [16] by summarizing the shortcomings of this strategy 

and the expected future work. 

[5] Low-Determination of Online Diagnosis via Twitter and 

Medical Records. Author: Todd Bodnar, Victoria C Barclay, 

Nilam Ram, Conrad S Tucker [11], 2014. 

Social media is considered a source of disease monitoring 

data. Most studies, however, focus on models that emphasize 

close correlation with human disease levels beyond determining 

whether certain users are sick or not. Taking a different 

approach, we use a database of people diagnosed with clinics, 

creating a new diagnostic tool for social media. 

In particular, we are building a framework for making a more 

accurate diagnosis of the flu based on the public Twitter profile. 

We find that on Twitter, about half (17 = 35 = 48:57 percent) of 

our sick sample users spoke directly about their illness. We are 

able to diagnose a person with more than 99 percent accuracy 

by creating a meta classifier that includes text analysis, 

inaccuracies, and social network analysis even if it does not take 

into account his or her health. 

[6] Verification of diagnostic models Using Twitter. Author: 

Todd Bodnar, Marcel Salathé, 2013. 

Mining data mining has become an important tool for 

monitoring infectious diseases. There are, however, major risks 

associated with predicting the wrong outbreak. In evaluating the 

results of the model, a large number of communication data 

combined with a limited number of real-world data and the 

general complexity of infectious diseases present some 

difficulty. We look at other methods in this paper that have been 

used to determine the spread of the flu through Twitter. With 

tests designed to prevent and detect problems with the standard 

process of verifying crossing, we will verify it. 

We also find that small changes in the way data is categorized 

can have significant implications for the performance of the 

recorded model. 

[7] Earthquake Shakes Twitter Users: Real-Time Event 

Discovery Discovery Through Public Sensors [20]. Author: 

Takeshi Sakaki, Makoto Okazaki, Yutaka Matsuo [14], 2010. 

Twitter, a popular microblogging platform, has recently been 

given a lot of coverage. An important feature of Twitter is its 

real-time presence. For example, after an earthquake, people 

create multiple Twitter posts (tweets) linked to earthquake [9], 

making earthquake events more noticeable, simply by 

monitoring tweets. We explore real-time connections to events 

such as the earthquake on Twitter and suggest an algorithm for 

tracking tweets and finding targeted events, as described in this 

article. Depending on factors such as keywords in the tweet, the 

number of sentences, and the context [10] in which they find 

the intended case, we create the division of tweets. We then 

created a more sophisticated model of the case space, which 

could define the center and layout of the scene. 

We view each Twitter user as sensors and use Kalman’s 

filters and particle filters, which are widely used on a 

ubiquitous/wide range of position ranking. In predicting 
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earthquake and hurricane centers, the particle filter performs 

better than other similar programs. We are developing an 

earthquake warning system in Japan as an app. 

Due to the common earthquake and the large number of 

Twitter users nationwide (96 percent of earthquakes with a 

magnitude of 3 or more earthquakes detected by the Japan 

Meteorological Agency (JMA), we can expect earthquakes by 

following tweets with high probability Our system detects 

earthquakes there instantly also sends emails to registered users. 

Notifications are issued much faster than updates by the JMA. 

3. Problem Statement 

Researchers have historically recommended that uses of 

smart meters to copy particular electricity consumption habits 

of devices. These approaches, however, suffer from challenges 

of scalability and expense. For minimizing or predicting major 

spikes in electricity usage, the innovation presented by a smart 

grid is beneficial. For examples, organizing households not to 

simultaneously bring out high power consumption activity. 

A. Existing System 

The current system works on weather pattern measurement 

applications, disease diagnosis, earthquake monitoring, user 

recommendations, disaster action plans discovery, safety risk 

identification and obesity trends description. The relatively 

accessible and simple collecting of information, which unlike 

the conventional website is generated by greater community of 

user whose statistics are extra reflective of the common 

population, is part of the benefit of social media networks. 

B. Disadvantages of Existing System 

Doesn't provide scalability and not cost-efficient. 

C. Proposed System 

Proposed a framework that produces and checks relationship 

between Social media networks topics and the pattern of 

electricity use automatically. Those topics are next used to 

forecast the potential uses of energy or to test the causal 

connections between the subjects and the use of Granger. This 

Granger Causality is used for these connections to be 

confirmed. We considering a case study in which our methods 

implemented using Social Media Network data to disaggregate 

energy use.  

That is, will our machine discover interesting social media 

network relationships that are trending with rates of electricity 

consumption? then comparing the topics identified by our 

systems to be accurate against actuals topics selected by energy 

field expert or against keyword directly extracted from dataset. 

We notice that our method replicate the topic selected by expert, 

in addition to other topics. 

D. Advantages of Proposed System 

Provides scalability, accuracy and efficiency. 

4. Requirements Analysis 

A. Software Requirement Specification 

The Structure Requirement Specification (SRS) is a focal 

report that defines the basis of the headway handle for the 

object. It documents the specifications of a system and also has 

a description of its noteworthy highlight. A SRS is simply the 

seeing (in making) of an association of the edge work 

requirements and conditions of a customer or potential 

customer at a specific point in time (for the most part) before 

any actual design or shift work. It is a two-way insurance 

strategy that guarantees that at a given point in time, both the 

consumer and the affiliate recognize the needs of exchange 

from that viewpoint. 

The programming need for detail synthesis decreases 

progress effort, as careful analysis of the report will expose 

oversights, mixed presumptions, and contradictions in front of 

the change cycle plan when these problems are less challenging 

to be correct. However, the SRS addresses the thing not the 

wander that made it, so the SRS fills in as a start for the finished 

thing to modify later. 

The SRS may need to be updated, as it may provide a 

framework for proceeding with the development evaluation. 

The programming requires confirmation in clear words is the 

starting stage of the operation of the item update. The SRS 

involves unraveling the musings in the customers' brains-the 

data, into a structured chronicle-the production of the critical 

process. In this way, the performance of the stage is an 

arrangement of formally agreed requirements that are achieved 

and unrelenting in an ideal universe, whereas the data has that 

neither of these properties. 

 
Table 1 

Hardware requirement 

Processor intel i5 3.0 GHz 

RAM 16 GB and above 

System type 64-bits Operating system 

Hard disk 500 GB 

 
Table 2 

Software requirement 

Operating system Windows 7/8/10 

Programming Language Python 

Library  Matplotlib, numpy, Pandas, Sckit-learn, 

Tweepy, genism, nltk, PyLDAvis,   

Simulation tool Anaconda Navigator IDE 3.7.4, (jupyter 
Notebook). 

B. Software Description 

1) Jupyter Notebook 

 
Fig. 1.  Jupyter 

 

Jupyter Notebook is an amazingly flexible platform for 

creating and displaying data science projects. This guide will 

show you how to set up and start using Jupyter Notes for data 

science projects on your local computer. However, first: what 

is a 'brochure'? In one article that includes visuals, narrative 

terminology, statistical simulations, and other rich media, the 

brochure covers the program and its output. This instructive 
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workflow promotes repetitive and incremental growth, making 

textbooks the center of current data processing, analytics, and 

science as a whole becoming increasingly common choices. 

Best of all as part of the open source community Jupyter, they 

are completely free [3]. 

The Jupyter project follows the previous IPththon Notebook, 

first released in 2010 as an example. While various editing 

languages can be used within Jupyter textbooks, as the most 

commonly used scenario this article will focus on Python. (R 

Studio seems to be the most common method for R users). 

For example, the Jupyter project follows the original IPython 

Notebook, which was first published in 2010. Although several 

different programming languages can be used within Jupyter 

Notebooks, this article will focus on Python since it is the most 

frequent use case. (One of the most common methods for R 

users seems to be R Studio) [3]. 

We will: 

 Cover the fundamentals of downloading and 

building the first notebook with Jupyter. 

 Delve deeper to grasp all the significant terms. 

 Explore how to quickly share and publish notebooks 

online. This post is also the Jupyter Notebook! In 

the Jupyter Notebook environment, everything here 

was written, although you all viewing it in a read 

only form. 

C. Functional Requirement 

A Practical Necessity (FR) is a description of the service that 

the software needs to offer. A framework or part of software is 

specified. A functionality is nothing but inputs to the software 

framework, its behaviour, and outputs. It may be a 

measurement, data processing, business process, user 

interaction, or any other basic mechanism that decides what the 

intent of a device is likely to do. Often called design 

requirements are functional specifications. In terms of the 

whole mechanism of modules, one of the most critical aspects 

is the functional specifications of the project. 

The functional requirements here are: 

1. Using recent most important dataset with Social 

Media Network Data collect from twitter API and 

SDGE dataset. 

2. Creating evaluation metrics with word2Vec. 

3. Check the Topics Score’s based on machine 

learning algorithm. 

4. Classify the topics data based on machine learning 

latent Dirichlet allocation(LDA), Forest (RF), 

Gaussian Nave Base (NB), Algorithms. 

5. Applying Preprocessing Task. 

6. Find out the best performance of various machine 

learning technique. 

D. Non-Functional Requirement 

1) Usability 

The customer agrees that almost the buyer interfaces are 

traditional and dedicated to demanding ambush pressure in 

moving with another condition to a specific system. 

2) Reliability 

Both for the project pioneer and in addition to the test design, 

the improvements achieved by the programmers should be 

clear. 

3) Security 

Counting bugs following the system must have substantial 

protections and must avoid slamming of the whole process. 

4) Performance 

On a lone web server with a solitary database server out of 

reach, the system would be facilitated, so execution becomes a 

noteworthy concern. 

5) Portability 

This is needed because, because of a few complications, the 

web server that facilitates the system stalls out, which allows 

their framework to be taken to another framework. 

6) Reusability 

The structure can be split into components that could be used 

as part of another application without needing a lot of effort.  

E. Technologies 

1) Python 

Python, developed by Guido Rossum in 1989, is an object-

oriented programming language. Well designed to perform fast 

prototyping for complex applications. It has an interfaces and is 

extendable to C or C++ for several OS system calls and 

libraries. The Python programming language is used by several 

major establishments, including NASA, Google, Twitter, 

BitTorrent, etc. [5], [13]. 

In Artificial Intelligence, Natural Language Generation, 

Neural Networks and other advanced computer science fields, 

Python is widely used. Python has been very focused on reading 

the code and this section will teach you the basics of python [5]. 

Here python language used for IR sensor and HD camera. 

Characteristics of Python: 

 Provides richer types of data and easier to read 

syntax than any other programming language [5]. 

 Different written language on the platform with full 

access to the application API.  

 It provides more versatility in run-time compared to 

other programming languages. Simple deceptive 

structures for Perl and Awk text are included. 

 The module may have one or more categories and 

free Python functionality. 

 Linux, Macintosh, and Windows cross-platforms 

are compliant with Python libraries. 

F. Feasibility Study 

In this phase, the project's feasibility is determined and a very 

traditional project plan and several cost figures are put out for 

the business proposal. During the program evaluation, a review 

of the availability of the proposed solution will be conducted. 

This is done to ensure that the proposed arrangement is not a 

risk to the company. To test the feasibility, some information 

from major device providers is required. 

The three main factors included in the feasibility study are: 

1. Economic Visibility 

2. Technical Performance 
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3. Social Media Availability 

1) Economic Visibility 

This analysis is carried out in order to ensure that the 

approach can have an economic effect on the association. It is 

limited to the amount of funds that the organization will pour 

into the investigation and production of the process. It is 

necessary to justify the expenses. Thus, within the budget, the 

developed framework was also developed and this was done 

because most of the technology used are generously available. 

It was only appropriate to buy the changed products. 

2) Technical Performance 

This analysis is carried out in order to ensure that the 

approach can have an economic effect on the association. It is 

limited to the amount of funds that the organization will pour 

into the investigation and production of the process. It is 

necessary to justify the expenses. Thus, within the budget, the 

developed framework was also developed and this was done 

because most of the technology used are generously available. 

It was only appropriate to buy the changed products. 

The method created must have a modest responsibility, since 

the application of this method needs only minimum or null 

modifications. 

3) Social Media Availability 

The study feature is to verify the user's level of process 

approval. This includes the process of teaching a person to use 

this technique effectively. Consumer demand does not feel 

threatened by the system, but rather we must accept it as 

necessary. The level of user acceptance depends entirely on the 

techniques used to educate the user about the process and to 

make it point. His level of assurance should be improved so 

that, as the end user of the process, he can also make 

constructive, well-received gratitude. 

5. System Design 

A. Introduction 

A general overview of structure design is generated by 

system configuration planning. The programming diagram 

includes discussing the position of the item structure in a way 

that can be updated to at least one projected one. The key seen 

by the final client must be positioned in a organized way. The 

diagram is a creative system; an outstanding design is the best 

approach for a rational structure. The structure of the "Layout" 

is defined as "the methodology of applying distinctive 

frameworks and guidelines with the ultimate objective of 

defining a technique or system for a purpose sufficiently 

significant to allow its physical assertion." Afterwards, various 

concept segments are applied to the unit. The specifics of the 

design demonstrate the system elements, the parts or divisions 

of the structure, and their presentation to end-customers. 

B. Design Consideration 

The reason behind the strategy is to organize the course of 

action of the problem described in the Necessities Study. This 

stage is the underlying process of moving from the issue to the 

game plan's room. All things considered, start with what is 

needed; the diagram takes us to work on how to fulfill those 

needs. The system design is perhaps the most significant 

segment affecting the way of the item and the note dignifiedly 

affects the later stages, particularly testing and maintenance. All 

the vast data structure of the system, report game plan, yield and 

genuine modules are detailed in the system diagram and pick 

their specifications. 

C. System Architecture 

The method of architectural configuration is concerned with 

the design of a fundamental basic structure for a framework. It 

requires understanding the individual components of the system 

and the relationships between these segments. The starting 

configuration process of identifying these subsystems and 

building up a subsystem control and correspondence structure 

is called the outline of construction modeling, and the 

performance of this outline process is a reflection of the 

structural planning of the product. The suggested architecture is 

given below for this method. It illustrates the way this system 

is designed and the system functions briefly. 

 

 
Fig. 2.  Implementation of theoretical model with system architecture 

D. Block Diagram  

 
Fig. 3.  Schematic view in High-level overview of the method to turn a 

stream of social media sites into theories about a real life event 

E. Data Flow Diagram 

DFD is a graphical representation of features or process that 

collect, manipulate, store and distribute data between a systems 

and its environment and between system components. It is a 

powerful means of communication between the user and the 

device designer due to the visual representation [12]. 

The DFD architecture makes it possible to start from a 

broader perspective and expands it into the category of complex 

graphics managers. 

DFD has been used many times for the following reasons: 

1. Logical flow of information system. 



P. Kote et al.                                                International Journal of Research in Engineering, Science and Management, VOL. 4, NO. 9, SEPTEMBER 2021 156 

2. Determining the requirements for the structure of 

the body system. Ease of notification. 

3. Establishment of manual requirements and 

automated programs. 

DFD Components: 

Using the following set of components, DFD will represent 

the source, destination, storage and flow of data [8]: 

Entities: An external object is a person, agency, external 

organization, or other information system that provides system 

data or collects system results [7].  

Process: Any system that alterations the data and generates 

an output. Based on business rules, it may perform computation 

or sort data based on the logic, or control the data flow. 

Data Storage: Files or archives, such as table database or a 

memberships type, that contain information for later usage. A 

basic mark, such as "Orders", is obtained by each data store. 

Data Flow: The path between the external bodies, systems 

and data storage the information requires. 

 
Fig. 4.  DFD-L0 

 

 
Fig. 5.  DFD-L1 

6. Implementation of Modules 

A. Raw Social Media Network Data Cleaning 

Information on social media networks is often defined as 

incredibly noisy, requires the social media networks stream 

intensively cleaned as a required first step. We do this one via 

the transformation of a character string into list of n- gram Pairs 

of contiguous words up to n. The n-grams calculated by 

tokenizing the strings on all non-alphabetical characters. 

Beginning with capitalized on social media networks can be 

erratic, the n-grams are then translated to lower- case values [1].  

Since the aim of this step is to extract topic instead of 

keyword, using porter stemming, Stem each of the terms. This 

maps words to the same keyword with identical stems but with 

different suffixes. "Accept," "accept," and "acceptance," for 

instance, all is mapped to the same keyword. 

A long-tail distribution is predicted to follow this list of n-

grammer, results in the possibility that are some common or 

more common that it may assist in analysis. Popular terms such 

as "and," "is," "the" offer little or no information and can hide, 

have more details, less common words. Thus, common terms 

are omitted from the lists of n-grams, as described by Lewis et 

al.'s stop word list. 

 If a word is too rare, on the other hand, it does not occur 

sufficiently to be generalizable for any inferences about it. 

Since there is a long-tail distribution of n-grams, most terms 

would be too rare. Therefore, these very rare of n-grams have 

the potential to limit our ability to produce n- gram inferences 

[1]. 

 

 

B. Social Network Social Data and Real-World Comparisons 

Social media networks records to be changed at a milli-2d 

degree however, it's miles in uncommon to document actual-

international occasion at the sort of transient resolution. In 

addition, it's miles not possible that the unmarried social media 

community submit might include relevant, concrete expertise 

approximately the actual-international incident that we need to 

examine, or if it does, it's miles extraordinarily uncommon. We 

accurate this distinction with the aid of using normalizes the 

social media community records to the time scale of the actual-

international records. That is, we don't forget a dj file to be the 

combination of all vj (as derived from mj) processed social 

media community messages that takes place in for the duration 

of the time frame among xq actual international occasion xq and 

the imminent occasion, xq+1. More technically, 

 

dj = {vj | time(xq) ≤ time(mj) < time(xq+1)     (1) 

C. Generating Topic Models 

To generate topics via LDA, a given collection of documents 
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identified by the aggregation mentioned above can be used. To 

perform this analysis given that it containing a collection of n 

grams, LDA determining the likelihood of a document being 

about a subject. LDA first creates clusters of terms dependent 

on co- occurrences in document in order to do this. That is, word 

opportunities w appears as long as o (w) is the subject of the 

text. In order to describe these subjects in a human-readable 

way, we present the collection of words that are most likely to 

occur within the subject                                                   

Let's work on translating text data into a format that will 

serve as an addition to the LDA training model. We start by 

translating the documents into a simple presentation (BOW 

Word Wallet). First, we will convert the list of topics into a list 

of vectors, all of which are the same length in vocabulary. 

Depending on the outcome of these operations (document 

vectors list), we will then set ten most common goals. 

 

D. Determining Event-Phenomena Causality 

The pattern of each of these event on more time. i.e. 

averaging all of an event's frequencies over time result in a time 

series to be contrasted with the phenomena of the natural world. 

Such topics will exhibit cyclical trends, such as Love, Electric, 

Thank You, Mondays, or Enjoying lunch, whereas others event, 

such a storm or festival, may being one’s time, anomalous 

event. 

By cross correlation, this timeline of events can be compared 

with the text of the time series' related to presenting real-world 

objects. This is explained by these positions in Pearson's 

Correlation, where a single point of drawing does not 

correspond to the frequency of real world events and 

conditions. This approach does not mediate positive or negative 

interactions: strong negative links between research and a real-

world event cannot be as enthusiastic as positive. While all of 

these relationships can be strong, those who do not know the 

requirements dictate the causal relationship [1]. 

There are two benefits to this duals time series analysis 

approach: it quantifies the meaningful duration of a lag and 

determining which one sampled topic are important. This 

Granger’s causal test will measure the causals relationship 

between a phenomenon’s (a changes in powers using) and the 

occurrence (a defined by these one or more’s topics in socials 

media). This causalities measurements are the primary’s 

method of evaluating’s causality applied in this approach. 

Socials networking post can’t be processed into topics in 

advance, and within new posts, these topics to be found in linear 

timing and also enables these causals relationships will be 

transformed online. If the effectiveness of this prediction of 

their causal relationships undermines new samples they may be 

drawing and re-calculating (see Alg 3). This one allow us, in 

setting of relayed exclusively on old’s data, to change and use 

new data. 

 
 

Dataset: 

1. Rate _ Of _topics 

 
2. Rate _ Of _Topics _ Correction 
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3. Clean _Tweets 

 
 

4. SDGE-ELEC-2020-Q1 

 
 

5. Tweets 

 

7. Results and Discussion 

Although our system enables information exploration with a 

minimal need for expert knowledge, it is not useful if it does 

not work well. To explain the presence of our system, we equate 

the outcomes of our system to topics popular in the literature on 

power consumption. In addition, we conduct keyword mining 

to identify terms that are related to electricity usage instead of 

topics [1]. 

If we only consider some topics in recently and local papers 

that appear more than once" (temperature," "jobs," "electricity 

price," "air conditioner, "and" heater), "then we can detect two 

clusters of topics informally: 1)" climate control "and 2)" 

economic causes". Through our automated system important 

measurements of electricity consumption were also found to be 

both of these two topics. Twenty topics related to electricity use 

have been found in our system. Twenty subjects linked to the 

use of energy were also included in our literature review. 

In struggling with periodic grouping, testing keywords 

instead of topics contributed to certain contrasts. 2 Our keyword 

assessment, however, makes a range of measures equal to the 

scale of the corpus, which is impossible to explicitly equate 

with 20 topics being tested. As we just considering the top 20 

keywords, we find out keywords with this highest positives 

correlation to be “don” with value r=0.344 and keyword with 

the highest negatives correlations to be with r=-0.475. Our 

methodology detects incidents where 0.458 is the highest 

positive correlation and the highest negative correlation is -

0.523, a collective increase of 16.4 percent and 8.06 percent. 

 

Output screenshot 1: 

Collecting tweets using twitter API 

 

Output screenshot 2: 

Pre-processing and LDA algorithm 

 
 

Output screenshot 3: 

Topics and scores 
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Output screenshot 4: 

Topic Modeling Visualization 

 
 

 
 

Granger causality test: 

 
 

Output screenshot 5: 

SDGE Data set monthly usage of electricity. 

 

 
 

Output screenshot 6: 

Autocorrelation and Partial Autocorrelation 

 
 

Output screenshot 7: 

Time Series: 

 

8. Conclusion 

Theoretical support for our design was suggested, assuming 

a link between i) event and text ii) text and word vector iii) word 

vector and topic iv) topic and event and v) real world event and 

phenomena. Now we are showing evidence of these 

partnerships. Previous study has reported that injuries lead 

social media sites to report to people. Likewise, the conversion 

of text into word vector has formerly been stated. The most 

probable terms are coherent within each subject and have wide 

differences between the subjects. Thus, it is possible that topics 

on the Social Media Network will be generated using LDA 

from text. The event is then used to create an idea of the realities 

of the world under scrutiny. We conduct case studies using 

Twitter data to measure the level of use of force to support our 

case. The conclusions are then compared to topics produced by 

professional developers and keyword analysis. 

9. Future Work 

As several such models exist, a more thorough analysis of 

this model to other current models may be proposed in future 

work. Moreover, as described in the introduction, for more 

guided event detection, this model could be used. The textual 

research in this work may be improved by all thing considered 

the synonyms and coupled definitions by words embedding, 

which immediately groups identical words together. 

Additionally, it is also possible to consider other data 

modalities, such as social media metadata, videos, and images. 

Since this knowledge has a geographical component, related 

evidence for another area of the planet will also be analyzed by 
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future research to find out if the styles we have seen are true 

elsewhere. Finally, it may be beneficial to explore the same 

method of additional use, such as water. 
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